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Foreword 

The North Carolina Climate Science Report is a scientific assessment of historical climate trends 

and potential future climate change in North Carolina under increased greenhouse gas 

concentrations. It supports Governor Cooper’s Executive Order 80 (EO80), “North Carolina’s 

Commitment to Address Climate Change and Transition to a Clean Energy Economy,” by 

providing an independent peer-reviewed scientific contribution to the EO80.  

The report was prepared independently by North Carolina–based climate experts informed by (i) 

the scientific consensus on climate change represented in the United States Fourth National 

Climate Assessment and the Fifth Assessment Report of the Intergovernmental Panel on Climate 

Change, (ii) the latest research published in credible scientific journals, and (iii) information in 

the North Carolina State Climate Summary.  

An advisory panel (“Climate Science Advisory Panel”) was formed to provide oversight and 

review of the report. This panel consisted of North Carolina university and federal research 

scientists with national and international reputations in their specialty areas of climate science. 

The report underwent several rounds of review and revision, including an anonymous peer 

review organized by NOAA’s National Centers for Environmental Information (NCEI). The 

report is available via ncics.org/nccsr.  

 

https://statesummaries.ncics.org/chapter/nc/
https://ncics.org/nccsr
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Report Findings 
These findings present key conclusions of this report about observed and projected changes in 

the climate of the state of North Carolina.  

Quantitative projections for temperature, precipitation, and sea level rise are provided for two 

future scenarios: a higher scenario (RCP8.5), in which greenhouse gas emissions continue to 

increase through the end of this century, and a lower scenario (RCP4.5), in which emissions 

increase at a slower rate, peak around the middle of this century, and then begin to decrease. 

Future increases in temperature are dependent on greenhouse gas emissions, with higher 

emissions resulting in greater warming. Qualitative projections are based on expert judgment and 

assessment of the relevant scientific literature and draw on multiple lines of scientific evidence 

as well as model simulations. 

Global average temperature has increased about 1.8°F since 1895. Scientists have very high 

confidence that this warming is largely due to human activities that have significantly increased 

atmospheric concentrations of carbon dioxide (CO2) and other greenhouse gases. It is virtually 

certain that global warming will continue, assuming greenhouse gas concentrations continue to 

increase. By the end of this century (2080–2099), global average temperature is projected to 

increase by about 4°–8°F compared to the recent climate (1996–2015) under the higher scenario 

(RCP8.5) and by about 1°–4°F under the lower scenario (RCP4.5). 

Global average sea level has increased by about 7–8 inches since 1900, with almost half of this 

increase occurring since 1993. It is virtually certain that global sea level will continue to rise due 

to expansion of ocean water from warming and melting of ice on land, such as the Greenland and 

Antarctic ice sheets. 

Observed and Projected Changes for North Carolina  

Except where noted, statements about future changes refer to projections through the end of this 

century.   

• Our scientific understanding of the climate system strongly supports the conclusion that 

large changes in North Carolina’s climate, much larger than at any time in the state’s 

history, are very likely by the end of this century under both the lower and higher 

scenarios.  

Temperature 

• North Carolina annual average temperature has increased by about 1.0°F since 1895, 

somewhat less than the global average. The most recent 10 years (2009–2018), however, 

represent the warmest 10-year period on record in North Carolina, averaging about 0.6°F 

warmer than the warmest decade in the 20th century (1930–1939). Recently released data 

indicate that 2019 was the warmest year on record for North Carolina. 
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• Although regional changes in temperature can vary from global changes, it is very likely 

that North Carolina temperatures will also increase substantially in all seasons. Annual 

average temperature increases relative to the recent climate (1996–2015) for North 

Carolina are projected to be on the order of 2°–5°F under a higher scenario (RCP8.5) and 

2°–4°F under a lower scenario (RCP4.5) by the middle of this century. By the end of this 

century, annual average temperature increases relative to the recent climate (1996–2015) 

for North Carolina are projected to be on the order of 6°–10°F under a higher scenario 

(RCP8.5) and 2°–6°F under a lower scenario (RCP4.5).  

• North Carolina has not experienced an increase in the number of hot (daytime maximum 

temperature of 90°F or higher) and very hot (daytime maximum temperature of 95°F or 

higher) summer days since 1900. However, it has seen an increase in the number of warm 

(nighttime minimum temperature of 70°F or higher) and very warm nights (nighttime 

minimum temperature of 75°F or higher). 

• It is very likely that the number of warm and very warm nights will increase. 

• It is very likely that summer heat index values will increase because of increases in 

absolute humidity. 

• It is likely that the number of hot and very hot days will increase. 

• It is likely that the number of cold days (daytime maximum temperature of 32°F or 

lower) will decrease.  

Precipitation 

• There is no long-term trend in annual total precipitation averaged across the state. 

However, there is an upward trend in the number of heavy rainfall events (3 inches or 

more in a day), with the last four years (2015–2018) having seen the greatest number of 

events since 1900. 

• It is likely that annual total precipitation for North Carolina will increase. 

• It is very likely that extreme precipitation frequency and intensity in North Carolina will 

increase due to increases in atmospheric water vapor content. 

Sea Level 

• Sea level along the northeastern coast of North Carolina has risen about twice as fast as 

along the southeastern coast, averaging 1.8 inches per decade since 1978 at Duck, NC, 

and 0.9 inches per decade since 1935 at Wilmington, NC.  

• It is virtually certain that sea level along the North Carolina coast will continue to rise 

due to expansion of ocean water from warming and melting of ice on land, such as the 

Greenland and Antarctic ice sheets. Under a higher scenario (RCP8.5), storm-driven 
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water levels that have a 1% chance of occurring each year in the beginning of the 21st 

century may have as much as a 30%–100% chance of occurring each year in the latter 

part of the century. High tide flooding, defined as water levels of 1.6–2.1 feet (0.5–0.65 

m) above Mean Higher High Water, is projected to become a nearly daily occurrence by 

2100 under both the lower and higher scenarios. 

Hurricanes 

• On a global scale, the intensity of the strongest hurricanes is likely to increase with 

warming. The confidence in this outcome is high. For individual regions such as North 

Carolina, the confidence in this outcome is medium. While confidence for North Carolina 

is lower than for the entire globe, there is no known reason that North Carolina would be 

protected from stronger hurricanes, and this potential risk should be considered in risk 

assessments. 

• Heavy precipitation accompanying hurricanes that pass near or over North Carolina is 

very likely to increase, which would in turn increase the potential for freshwater flooding 

in the state. 

• There is low confidence concerning future changes in the number of landfalling 

hurricanes in North Carolina.  

Storms 

• It is likely that the frequency of severe thunderstorms in North Carolina will increase. 

• It is likely that total snowfall and the number of heavy snowstorms in North Carolina will 

decrease due to increasing winter temperatures. 

• There is low confidence concerning future changes in the number of winter coastal 

storms. 

• There is low confidence concerning future changes in the number of ice storms in North 

Carolina. 

Floods, Droughts, and Wildfire 

• It is virtually certain that rising sea level and increasing intensity of coastal storms, 

especially hurricanes, will lead to an increase in storm surge flooding in coastal North 

Carolina.  

• It is likely that increases in extreme precipitation will lead to increases in inland flooding 

in North Carolina. 

• It is likely that future severe droughts in their multiple forms in North Carolina will be 

more frequent and intense due to higher temperatures leading to increased evaporation. 
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As a result, it is likely that the frequency of climate conditions conducive to wildfires in 

North Carolina will increase. 

Other Compound Events 

• It is likely that future urban growth will increase the magnitude of the urban heat island 

effect, with stronger warming in North Carolina urban centers. 

• There is low confidence concerning future changes in conditions favorable for near-

surface ozone formation in North Carolina because of counteracting influences from 

increases in both temperature and water vapor. 

Engineering Design Standards 

• It is very likely that some current climate design standards for North Carolina buildings 

and other infrastructure will change by the middle of the 21st century. This includes 

increases in design values for precipitation, temperature, and humidity. Several 

professional societies, however, are actively working on methods to incorporate climate 

change into national standards, and updated standards appropriate for use in a changing 

climate may be available in the near future. 
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Guide to the Report 

Guide to the Content of the Climate Science Report 
Below is a brief overview of the contents of this report: 

Report Findings 

Overarching findings of this report  

Guide to the Report 

Important background information, an explanation of the confidence and likelihood language 

used in the report, and a list of additional resources   

Introduction 

Motivations and development process 

Executive Summary 

A more detailed discussion of the key conclusions and report findings 

Chapter 1: Components of Physical Climate Change 

An introduction to the physical science of climate change and observed projected changes at 

the global, national, and regional scales  

Chapter 2: Statewide Changes in Temperature, Precipitation, and Storms 

Observed and projected changes in statewide averages for various aspects of North 

Carolina’s climate, including temperature and precipitation averages and extremes, droughts, 

hurricanes, winter storms, other severe weather events, and several other important metrics, 

including changes in the growing (freeze free) season, heating and cooling demand, and 

snowmaking conditions for the ski industry 

Chapter 3: Regional Changes in Temperature, Precipitation, and Storms 

As in Chapter 2, but for each of the three regions used in this report (see “Three Regions 

Used in This Report” below for details). Note: Some information common to all three 

regions is replicated in each regional section in order to provide a comprehensive picture of 

trends for that region.  

Chapter 4: Sea Level Rise and Coastal Water Levels 

Observed and projected changes in sea level and related coastal impacts, including how 

changes vary along the North Carolina coast  

Chapter 5: Compound Events 

Observed and projected changes involving multiple aspects of the climate system or 

interactions between climate and other human or natural systems, including inland flooding, 

wildfire, forest ecosystem changes, urban heat island effects, and air pollution 
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Chapter 6: Engineering Design Standards 

Assessment of changes in key temperature and precipitation metrics relevant for building and 

infrastructure design standards   

Appendix A: Datasets and Scenarios 

Details on the observational datasets used in this report and the scenarios that form the basis 

of projected changes 

Appendix B: Supplemental Graphics 

Additional figures showing observed and projected changes in statewide and regional 

temperature extremes, including hot days, warm nights, and maximum and minimum 

temperature  

Appendix C: Acronyms and Abbreviations 

Explanations of acronyms and abbreviations used in the report 

Three Regions Used in This Report 
In order to provide local and regional stakeholders with relevant information, this report presents 

information on observed and projected climate trends for both the state as a whole and for three 

distinct regions in North Carolina: the Western Mountains, the Piedmont, and the Coastal Plain 

(Figure 1). The boundaries for the three regions were chosen based on the U.S. climate divisions 

defined by the National Oceanic and Atmospheric Administration’s National Centers for 

Environmental Information (NOAA NCEI; NCEI 2020).  

Chapter 3 provides most of the region-specific information in this report, but other sections of 

the report also provide regional perspectives where applicable. 

 

Figure 1. This map of North Carolina shows the counties that compose the three regions used in 

this report: Western Mountains, Piedmont, and Coastal Plain. Source: NCICS.  
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Sources Used in This Report 
The findings in this report are based on analyses using well-established and carefully evaluated 

observational and modeling datasets, national and international climate assessments (see 

“Additional Resources” below), and an assessment of the latest peer-reviewed scientific 

literature, complemented by other sources where appropriate. All of these sources were 

determined to meet the standards of the federal Information Quality Act (NOAA 2014). 

Observed Changes 

The descriptions of historical climate conditions in this report are based primarily on analyses of 

two observational datasets: NOAA’s National Centers for Environmental Information (NCEI) 

Climate Divisional Dataset (nClimDiv) and NOAA NCEI’s Global Historical Climatology 

Network-Daily (GHCN-D). Monthly data from nClimDiv were used for seasonal and annual 

temperature and precipitation analyses for the period 1895–2018. Figures illustrating daily 

extreme metrics of temperature and precipitation are based on GHCN-D, with data analyzed for 

the period 1900–2018. Each of these analyses is presented as a bar graph with data averaged over 

5-year periods, overlaid with annual time series. See Appendix A for additional details on these 

datasets. 

Projected Changes 
Climate model projections in this report are shown for two hypothetical climate futures: a higher 

scenario (Representative Concentration Pathway 8.5, or RCP8.5), in which greenhouse gas 

emissions continue to increase through the end of the century, and a lower scenario (RCP4.5), in 

which emissions increase at a slower rate, peak around the middle of the century, and then begin 

to decrease. See Appendix A for more information on the RCP scenarios. 

Global- and national-scale projections of future climate are based on results from the climate 

models in the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012). 

State- and regional-scale projections use data from the Localized Constructed Analogs (LOCA) 

statistically downscaled dataset, which is derived from CMIP5. The LOCA dataset (Pierce et al. 

2014) makes it possible to provide projections at finer spatial scales than are available in CMIP5.  

The CMIP5 and LOCA projections include historical simulations based on observed greenhouse 

gas concentrations (and other factors that influence the climate) and future simulations based on 

the projected greenhouse gas concentrations in the RCP scenarios.  

Maps of mean (average) projected changes in temperature and precipitation across North 

Carolina are shown for two mid-century time periods: 2021–2040 (under RCP8.5) and 2041–

2060 (under RCP4.5 and RCP8.5). These changes are relative to the 1996–2015 average. 

Projections for 2021–2040 are given only for RCP8.5 because there is very little difference 

between RCP8.5 and RCP4.5 until later in the century. The average projected changes are a 

result of averaging all the climate simulations obtained from the CMIP5 archive for this report. 

Additionally, each individual simulation was given a weight based on the climate model’s ability 
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to reproduce the observed climate and the model’s similarity with other climate models—this 

follows the methodology used in the U.S. Fourth National Climate Assessment. For more 

information, see Sanderson and Wehner (2017). 

Temperature and precipitation mean (average) time series figures include LOCA simulations for 

the historical period of 1970–2005 and projections for 2006–2100 under both scenarios. An 

envelope of model simulations is shown, indicating the 10% to 90% confidence intervals from 

the set of climate models. Since the maps show average values, the 10% to 90% confidence 

intervals on the time series can be used with the corresponding maps to give the reader a sense of 

the possible range of values on the maps. In other words, since the maps are an average of a set 

of model simulations, the actual value at a given location may be somewhat higher or lower than 

the average. These time series figures also include observations for 1970–2013 derived from the 

Livneh observational dataset. More information on LOCA, CMIP5, and the Livneh dataset can 

be found in Appendix A. 

Assessments of Confidence and Likelihood  
Where applicable, this report uses specific terms to convey information about the degree of 

scientific confidence and certainty associated with important findings, observations, and 

projections. The terms used are the same as those used in the Intergovernmental Panel on 

Climate Change Fifth Assessment Report (IPCC AR5; Mastrandrea et al. 2010, 2011) and fall 

into two categories: confidence and likelihood.   

The confidence terms used are very high, high, medium, low, and very low and reflect the 

overall confidence of the author team in the accuracy or validity of the associated statements, 

based on their expert assessment of the relevant evidence. Higher confidence levels generally 

indicate an abundance of evidence in the scientific literature and good agreement across that 

evidence base. Lower confidence levels imply a more limited quantity of evidence, more 

disagreement in the literature, or both.   

The likelihood terms, shown in the table below, reflect a probabilistic assessment of the 

uncertainty associated with a statement, including statements regarding observed changes or 

events as well as projected future changes. These likelihood assessments may be based on 

statistical analyses, modeling results, or expert judgments.   

Likelihood Term  Probability of Outcome  

Virtually certain  99–100%  

Very likely  90–100%  

Likely  66–100%  

About as likely as not  33–66%  

Unlikely  0–33%  

Very unlikely  0–10%  

Exceptionally unlikely  0–1%  
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Figure 2 provides an overview of the process used to arrive at assessments of confidence and, 

where applicable, likelihood.  

 

Figure 2. This figure illustrates the process used in Intergovernmental Panel on Climate Change 

assessment reports to determine i) whether to assign a confidence level to a given finding, ii) 

whether or not a likelihood can be assigned, and iii) if so, what that likelihood should be. This 

report uses a very similar approach. Source: Mach et al. 2017 [Creative Commons CC BY NC 

ND]. 

Peer Review Process  
The Climate Science Advisory Panel members provided input and review of the report outline 

and intermediate drafts of the report. The report was then subject to a final, formal two-phase 

review process. First, the Climate Science Advisory Panel members were given a final 

opportunity to provide individual comments on the report material, and seven members provided 

comments. Second, a set of twelve climate scientists from around the United States with 

extensive climate research experience were identified as potential anonymous reviewers. A 

federal employee of NOAA’s National Centers for Environmental Information who was not 

involved with the report was tasked with contacting each of the twelve potential reviewers to 

solicit their help in reviewing the report. This process established a layer between the report 

authors and the reviewers to ensure anonymity of the reviewers if they so desired. Of the twelve 

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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potential reviewers, five provided anonymous review comments, and one additional reviewer 

provided a signed review. This resulted in just under four hundred review comments that have 

been addressed. The comments and responses will be made publicly available.  

Additional Resources 
The resources listed below served as valuable inputs for this report and are all recommended as 

reliable sources for additional information on climate change, including technical details on the 

science of climate change as well as discussions of impacts and options for responding to climate 

change at global, national, state, and local scales.   

The Fourth National Climate Assessment, Volumes I and II 

The legally mandated National Climate Assessment (NCA) serves as the official federal 

government assessment of climate change in the United States, including observed and projected 

trends, impacts, adaptation, and mitigation. The Fourth NCA consists of Volumes I and II, 

released in 2017 and 2018, respectively:  

• Volume I: Climate Science Special Report 

https://science2017.globalchange.gov/ 

• Volume II: Impacts, Risks, and Adaptation in the United States 

https://nca2018.globalchange.gov/ 

State Climate Office of North Carolina 

The State Climate Office provides a wide range of tools, information, and other resources related 

to climate and weather in North Carolina. 

• http://climate.ncsu.edu/ 

NOAA State Climate Summaries—North Carolina 

NOAA’s state climate summaries, produced by scientists from the North Carolina Institute for 

Climate Studies (NCICS), NOAA NCEI, and other experts from around the country, provide an 

overview of observed and projected climate trends and analyses of key climate-related events for 

all 50 states and Puerto Rico and the U.S. Virgin Islands. The North Carolina summary, available 

at the link below, has been updated to include data through 2018.  

• https://statesummaries.ncics.org/chapter/nc/ 

NOAA National Centers for Environmental Information (NCEI) “Climate at a Glance” 

NCEI’s Climate at a Glance site provides interactive tools for viewing maps, time series charts, 

and tables of observed data and trends at global, national, regional, state, climate division, and 

county scales and for selected cities in the United States. 

• https://www.ncdc.noaa.gov/cag/ 

  

https://science2017.globalchange.gov/
https://nca2018.globalchange.gov/
http://climate.ncsu.edu/
https://statesummaries.ncics.org/chapter/nc/
https://www.ncdc.noaa.gov/cag/
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Intergovernmental Panel on Climate Change (IPCC) 

The IPCC provides periodic global-scale assessment reports consisting of contributions from 

three working groups. Working Groups I, II, and III focus on the physical scientific basis; 

impacts, adaptation, and vulnerability; and mitigating climate change, respectively. The 

contributions to the Fifth Assessment Report were published in 2013 and 2014. The Sixth 

Assessment Report cycle is currently underway, with three special reports released already—one 

on global warming of 1.5°C, one on climate change and land, and one on the ocean and 

cryosphere in a changing climate. 

• https://www.ipcc.ch/ 
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Introduction 

Background/Context 
On October 29, 2018, North Carolina Governor Roy Cooper issued Executive Order No. 80, 

which outlines North Carolina’s commitment to addressing climate change and transition to a 

clean energy economy. In Section 9 of the Executive Order, Governor Cooper directed North 

Carolina’s cabinet agencies to “integrate climate adaptation and resiliency planning into their 

policies, programs, and operations (i) to support communities and sectors of the economy that 

are vulnerable to the effects of climate change and (ii) to enhance the agencies’ ability to protect 

human life and health, property, natural and built infrastructure, cultural resources, and other 

public and private assets of value to North Carolinians. DEQ [the Department of Environmental 

Quality], with the support of cabinet agencies and informed by stakeholder engagement, shall 

prepare a North Carolina Climate Risk Assessment and Resiliency Plan [the “March 2020 NC 

Risk Assessment and Resilience Plan”] … to submit to the Governor by March 1, 2020” (North 

Carolina Office of the Governor 2019).  

The order also states that the North Carolina Climate Change Interagency Council “shall support 

communities that are interested in assessing risks and vulnerabilities to natural and built 

infrastructure and in developing community-level adaptation and resiliency plans” (North 

Carolina Office of the Governor 2019). 

 

This report, the North Carolina Climate Science Report (NCCSR), represents one component of 

the March 2020 NC Risk Assessment and Resilience Plan and provides the science basis to 

assess current and projected climate impacts on North Carolina. The broad objectives for the 

NCCSR were as follows: 

• Represent the best and most comprehensive synthesis of climate science information for 

North Carolina across its regions (the Western Mountains, the Piedmont, and the Coastal 

Plain) 

Cabinet Agency Roles 

Department of Environmental Quality, with Support of Other Agencies 

• March 2020 NC Risk Assessment and Resilience Plan—provide a scientific assessment of 

current and projected climate impacts on North Carolina and prioritize effective resiliency 

strategies.  

All Cabinet Agencies—Assess and Address Climate Change 

• Evaluate the impacts of climate change on agency programs and operations 

• Integrate climate change mitigation and adaptation practices into agency programs and 

operations 

• Support communities and sectors vulnerable to climate change impacts 



Introduction 

    17 

• Provide and describe data on variability, change, and projections for select climate and 

meteorological variables of relevance to the various cabinet agencies across the regions 

• Serve as input to, and integrate with, the vulnerability and risk assessment activities and 

other aspects of the March 2020 NC Risk Assessment and Resilience Plan 

• Support the State, local governments, and planners in understanding the information in 

the report to enable decision-making, policy-making, and identifying innovative 

opportunities for economic and societal growth 

The Process 
Starting in early 2019, North Carolina State University’s North Carolina Institute for Climate 

Studies (NCICS) worked closely with DEQ and other cabinet agencies to determine the approach 

and plan for providing a scientific assessment of current and projected climate impacts on North 

Carolina. DEQ and the other agencies provided information related to climate hazards and 

stressors, based upon available historical and current reports, assessments, and the state of 

knowledge to develop a user-driven perspective on the climate science report.   

A Climate Science Advisory Panel (CSAP) was established to provide scientific oversight of 

contents of the report. The panel consisted of climate scientists from North Carolina research 

universities and federal centers (see front matter for the list of members). 

The input, needs, and requirements provided by the cabinet designees were reviewed and 

validated together by DEQ, cabinet designee members, NCICS, and the CSAP through a series 

of workshops, webinars, conference calls, and discussions. This iterative engagement process 

with key stakeholder input informed the development of the NCCSR. 

The author team comprises NCICS scientists and some members of the CSAP. Additional review 

of the report contents was provided by nationally known climate science experts. 

Technical, editorial, documentation, and scientific support for the report was provided by the 

U.S. National Climate Assessment Technical Support Unit (TSU), hosted at the National 

Oceanic and Atmospheric Administration’s National Centers for Environmental Information 

(NOAA NCEI) in Asheville, NC. The TSU is staffed mainly by NC State University personnel 

who are supported by NOAA through the Cooperative Institute for Climate and Satellites–North 

Carolina under Cooperative Agreement NA14NES432003. Any use of trade, firm, or product 

names is for descriptive purposes only and does not imply endorsement by the U.S. Government. 
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Executive Summary 

Our scientific understanding of the climate system strongly supports the conclusion that North 

Carolina’s climate has changed in recent decades and the expectation that large changes—much 

larger than at any time in the state’s history—will occur if current trends in greenhouse gas 

concentrations continue. Even under a scenario where emissions peak around 2050 and decline 

thereafter, North Carolina will experience substantial changes in climate. The projected changes 

with the highest level of scientific confidence include increases in temperature, increases in 

summer absolute humidity, increases in sea level, and increases in extreme precipitation. It is 

also likely that there will be increases in the intensity of the strongest hurricanes. 

A full appreciation for past and future changes in North Carolina’s climate requires a global 

perspective. Earth’s climate has warmed substantially since the late 19th century, with most of 

that warming occurring in the last 50 years. This warming trend is clear from global temperature 

records and many other indicators, including rising global sea levels and rapid decreases in arctic 

sea ice cover. Scientists have very high confidence that this warming is largely due to human 

activities that have significantly increased atmospheric concentrations of carbon dioxide (CO2) 

and other greenhouse gases. Extensive research has examined other potential causes of this 

warming, and the increase in greenhouse gas concentrations is the only plausible cause that is 

consistent with the observed data and the physics that govern the climate system. 

Observed Changes 
In North Carolina, annual average temperature has increased about 1°F since 1895, compared to 

the global average increase of about 1.8°F during that period. Annual average temperatures have 

been consistently above normal since the 1990s, with the most recent 10 years (2009–2018) 

representing the warmest 10-year period on record—about 0.6°F warmer than the warmest 

decade of the 1900s (1930–1939). Data for 2019, which were released during the review of this 

report, indicate that 2019 was the warmest year on record for North Carolina.  

Most other temperature indicators also show warming. Average temperatures have increased in 

all four seasons. There has been an increase in the number of very warm nights. The length of the 

growing season has increased and is now about 1.5 weeks longer than the long-term average. 

There is an upward trend in the number of cooling degree days (a temperature indicator related to 

air conditioning demand) and a downward trend in the number of heating degree days (an 

indicator of heating demand)—both changes are consistent with a warming climate. However, a 

few indicators that would be expected to change with warmer conditions have not. For example, 

the number of very hot days has not increased, and there is no overall trend in the number of cold 

days and cold nights.  

There is no long-term trend in annual total precipitation averaged across the state; however, 2018 

was the wettest year on record, in part due to the torrential rainfall from Hurricane Florence. 

There has been an upward trend in the number of heavy rainfall events (days with more than 3 
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inches of rain), indicating that a larger portion of the annual total precipitation is occurring in 

heavy events. Temperature and precipitation trends in the three regions of the state (Coastal 

Plain, Piedmont, and Western Mountains) are generally similar to statewide trends. 

Most observing stations outside of the mountains have experienced a downward trend in 

snowfall. In the Western Mountains, there is no century-long trend in snowfall, although stations 

in the southern mountains have seen decreasing trends over the last 50 years. Conditions 

favorable for snow-cover maintenance and snowmaking in the Western Mountains have been 

highly variable since 1981, but recent years have seen below average percentages of time when 

conditions are favorable. 

Global average sea level has increased by about 7–8 inches since 1900, with almost half of this 

increase occurring since 1993—a rate of about 1.2 inches per decade. Sea level along the 

northeastern coast of North Carolina is rising about twice as fast as along the southeastern coast, 

averaging 1.8 inches per decade since 1978 at Duck, NC, and 0.9 inches per decade at 

Wilmington, NC, mainly due to different rates of land subsidence.  

Projected Changes 
The projections of North Carolina climate conditions presented in this report are based on the 

virtual certainty that greenhouse gas concentrations, particularly CO2, will continue to rise. It 

may take decades for non-carbon-based sources of energy to replace most of the production 

based on fossil fuels. The basic principles of physics dictate that increases in greenhouse gas 

concentrations will have a warming effect, with virtual certainty, due to the increase in 

atmospheric absorption of infrared energy. 

Quantitative projections for temperature, precipitation, and sea level rise are provided for two 

future scenarios: a higher scenario (RCP8.5), in which greenhouse gas emissions continue to 

increase through the end of this century, and a lower scenario (RCP4.5), in which emissions 

increase at a slower rate, peak around the middle of this century, and then begin to decrease. 

RCP8.5 and RCP4.5 are Representative Concentration Pathways—scenarios used in climate 

model simulations to examine how Earth’s climate would respond to differing levels of 

greenhouse gas concentrations. The numbers 8.5 and 4.5 refer to the magnitude of the energy 

imbalance in the climate system (in units of watts per square meter) that would result in the year 

2100 from the increases in greenhouse gas concentrations specified by the respective scenarios. 

By comparison, the increase in concentrations since the initiation of the Industrial Revolution has 

resulted in an imbalance of approximately 2.3 watts per square meter.   

A very low scenario (RCP2.6) is also used occasionally in this report, but this scenario is very 

unlikely because there has been no slowdown in the annual growth rate of CO2. Qualitative 

projections are based on expert judgment and assessment of the relevant scientific literature and 

draw on multiple lines of scientific evidence as well as model simulations. Except where noted, 

statements below about future changes refer to projections through the end of this century.   
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By the end of this century (2080–2099), global average temperature is projected to increase by 

about 4°–8°F compared to the current climate (1996–2015) under the higher scenario (RCP8.5) 

and by about 1°–4°F under the lower scenario (RCP4.5). The warming is projected to be greater 

in the middle and high latitudes and less at tropical latitudes. 

Regional changes in temperature can differ from global changes, at least temporarily, as shown 

by the historical lower rate of warming in North Carolina compared to the global average. 

Seasonal and annual average temperatures, however, have been rising in North Carolina in recent 

decades, and it is very likely that North Carolina temperatures will continue to increase 

substantially in all seasons.  

• By the middle of this century, annual average temperature increases relative to the current 

climate (1996–2015) for North Carolina are projected to be on the order of 2°–5°F under 

the higher scenario (RCP8.5) and 2°–4°F under the lower scenario (RCP4.5).  

• By the end of this century, annual average temperature increases relative to the current 

climate (1996–2015) for North Carolina are projected to be on the order of 6°–10°F 

under the higher scenario (RCP8.5) and 2°–6°F under the lower scenario (RCP4.5).  

Temperature extremes are also projected to change:  

• It is very likely that the number of very warm nights will increase, continuing recent 

trends.  

• It is likely that the number of very hot days will increase, although the level of confidence 

is lower than for very warm nights because of the lack of recent trends.  

• It is likely that the number of cold days and very cold nights will decrease, but again the 

level of confidence is lower than for very warm nights because of the lack of recent 

trends. 

Several additional climate features directly tied to temperature are also projected to change, with 

a high level of certainty:  

• It is very likely that extreme precipitation frequency and intensity will increase because 

global ocean surface temperatures will continue to increase gradually. In turn, near-

surface air temperature and absolute humidity will increase over the oceans because 

maximum water vapor content is strongly related to temperature, increasing by about 

3.5% per F. 

• It is virtually certain that global sea level will continue to rise due to both the expansion 

of ocean water from warming and from the melting of ice on land, including the 

Greenland and Antarctic ice sheets. It is virtually certain that sea level along the North 

Carolina coast will also continue to rise. Under the higher scenario (RCP8.5), storm-

driven water levels having a 1% chance of occurring each year in the beginning of the 

21st century may have as much as a 30%–100% chance of occurring each year in the 
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latter part of the century. High tide flooding is projected to become nearly a daily 

occurrence by 2100 under both the lower and higher scenarios.  

• It is very likely that summer heat index values will increase because of increases in 

absolute humidity. 

• It is likely that the probability of snowfall and snow cover will decrease nearly 

everywhere in North Carolina because of warmer temperatures. 

For climate variables where the temperature dependence is more complex, projected changes are 

less certain:  

• Inland flooding depends not only on extreme precipitation but also on characteristics of 

the land surface, including land use, land cover, and soil moisture conditions. It also 

depends on whether deliberate adaptive measures are implemented proactively. It is likely 

that the frequency and severity of inland flooding will increase because of increases in 

the frequency and intensity of extreme precipitation. This lower level of certainty 

compared to projections for changes in extreme precipitation stems from the additional 

factors that determine flooding. 

• It is likely that annual total precipitation in the state will increase, but there is less 

certainty for annual total precipitation than for projected increases in extreme 

precipitation because total precipitation is a function of both atmospheric water vapor and 

the frequency and intensity of weather systems that cause precipitation. Future changes in 

the intensity and frequency of such weather systems are more uncertain. 

Hurricanes have some of the most important impacts on the state, often catastrophic (storm 

surge, wind, and flooding damage) but sometimes beneficial (rainfall recharging soil moisture 

and groundwater aquifers). An understanding of future changes in hurricanes has been the 

subject of extensive research by climate scientists. While that understanding continues to evolve, 

a recent assessment of the science leads to the conclusion that the intensity of the strongest 

hurricanes is likely to increase with warming, and this could result in stronger hurricanes 

impacting North Carolina. Confidence in this result is high for tropical cyclone changes on a 

global scale. For individual regions such as North Carolina, the confidence in this outcome is 

medium. While confidence for North Carolina is lower than for the entire globe, there is no 

known reason that North Carolina would be protected from stronger hurricanes, and this 

potential risk should be considered in risk assessments.  

It is virtually certain that rising sea level and increasing intensity of coastal storms, especially 

hurricanes, will lead to increases in storm surge flooding in coastal North Carolina. There is low 

confidence concerning future changes in the total number of hurricanes. The total number of 

hurricanes depends on a variety of meteorological factors, such as vertical wind shear (changes 

in wind speed or direction with height in the atmosphere), and not just ocean surface 

temperatures, and there is considerable uncertainty about changes in these other factors. Heavy 
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precipitation accompanying hurricanes is very likely to increase, increasing the potential for 

freshwater floods.  

Severe thunderstorms (hail, tornadoes, and strong winds) are a regular occurrence in North 

Carolina, particularly in the spring. Severe thunderstorms require two primary atmospheric 

conditions: an unstable atmosphere and high vertical wind shear. It is very likely that vertical 

instability will increase, but it is also likely that vertical wind shear will decrease. These may 

counteract one another. Recent research suggests that the increases in atmospheric instability will 

dominate. While this remains an active area of research, it is likely that there will be increases in 

the frequency of severe thunderstorms. 

Other important weather systems include snowstorms, winter coastal storms, and ice storms. 

There is considerable uncertainty about future changes in the number and severity of 

extratropical cyclones—the weather phenomenon that causes each of these winter storm types. In 

the case of snow, temperature is an important factor, and it is likely that total snowfall and the 

number of heavy snowstorms will decrease because of increasing temperatures. There is low 

confidence concerning future changes in the number of ice storms and winter coastal storms. 

Drought can have major impacts on the state, including agricultural production, water 

availability in rivers, lakes, and aquifers, and wildfires. The impacts on these different sectors 

and systems varies depending on the duration and spatial scale of the precipitation deficits. 

Although overall precipitation is projected to increase, this is principally a result of larger 

amounts during heavy rain events. Intervening dry periods are projected to become more 

frequent and higher temperatures during those dry periods will more rapidly deplete soil 

moisture. Thus, it is likely that major droughts in their multiple forms will become more frequent 

and severe because of higher temperatures that will increase evaporation rates. As a result, it is 

likely that the climate conditions conducive to wildfires in North Carolina will increase in the 

future. 

The major urban areas of the state have expanded substantially over the past few decades, and 

this trend shows no signs of abating. The urban heat island effect results from the conversion of 

vegetated surfaces (such as forests and farmland) to urban and suburban landscapes with 

substantial percentages of impervious, non-vegetated surfaces, reducing the amount of natural 

cooling from evapotranspiration (the combination of evaporation of water from the surface and 

transpiration of water vapor from vegetation) and increasing the amount of heat retained in 

darker, paved surfaces as compared to natural land cover. It is likely that future warming in urban 

areas will be enhanced by future growth of those areas. 

Near-surface ozone is a major component of air pollution, and harmful levels of near-surface 

ozone result from a combination of climate conditions and human-caused emissions of 

compounds necessary for the formation of ozone, including nitrogen oxides, carbon monoxide, 

and volatile organic compounds (referred to as ozone precursor compounds). Near-surface ozone 

concentrations tend to increase with temperature. However, changes in other climate conditions, 

such as increased precipitation, can counteract the temperature effect. Overall, it is uncertain 
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what the net effect will be. Thus, there is low confidence concerning future changes in the 

conditions favorable for near-surface ozone concentrations. 

Climate design values, which provide information on the average and extreme climate conditions 

experienced in a given location, are important for planning and designing many types of 

infrastructure. Many climate design values are projected to change because of warming. Because 

of the high level of confidence in increased temperature and extreme precipitation, it is very 

likely that some current climate design standards for building and other infrastructure will 

change by the middle of this century. This includes increases in design values for precipitation, 

temperature, and humidity. In fact, current design values are based on historical data and do not 

incorporate recent trends; thus, some standards may already be out of date. Several professional 

societies, however, are actively working on methods to incorporate climate change into national 

standards, and updated standards appropriate for use in a changing climate may be available in 

the near future. 
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1. Components of Physical Climate Change 

1.1. Introduction 

Earth’s climate is changing faster now than at any point in modern history, and the impacts of 

these changes are being felt around the world, across the Nation, and locally in North Carolina. 

Our understanding of the causes of past and present climate change and our confidence in 

projections of future changes depend on our ability to understand and model Earth’s climate 

system. That understanding is challenged by the complexity and interconnectedness of the 

components of the climate system: atmosphere, land, ocean, and cryosphere (the frozen water 

part of the Earth system; USGCRP 2017, USGCRP 2018).  

Despite the complexity of the climate system, the drivers of climate change—both natural and 

human-caused—are well understood. Observational evidence does not support any credible 

natural explanations for the amount of warming seen across the globe since the middle of the last 

century. Instead, it consistently points to human activities, especially emissions of greenhouse 

gases, as the dominant cause of the rapidly changing climate (USGCRP 2017, USGCRP 2018). 

This observational evidence is consistent with our understanding of the physics of the climate 

system (see Section 1.4). 

1.2. Physical Drivers of Climate Change 

1.2.1. Energy Balance and the Greenhouse Effect 

Earth’s global climate is governed by the balance between incoming and outgoing energy. Earth 

gains energy from the sun (in the form of incoming shortwave radiation), and some of that 

energy is reflected back to outer space by clouds, by tiny particles in the atmosphere (known as 

aerosols), and by reflective land surfaces such as ice and snow. The remainder of the incoming 

energy is absorbed by Earth’s surface and atmosphere and is then re-emitted (lost to outer space) 

in the form of infrared, or longwave, radiation. These flows of energy—sunlight in and infrared 

out—are in approximate balance.  

Greenhouse gases in the atmosphere—including water vapor, carbon dioxide (CO2), nitrous 

oxide, methane, ozone, and others—absorb infrared radiation coming from Earth’s surface and 

emit some of that energy to space and some back towards the surface. In so doing, they act like a 

blanket, trapping energy near the surface and making surface temperatures significantly higher 

than they would be were these gases absent. This warming is known as the greenhouse effect, 

and without it, Earth would be almost 60°F colder.  

Global average temperature remains stable when the outgoing flow of energy balances with the 

incoming flow of energy. However, human activities have changed this “radiative balance” of 

the planet, primarily by adding greenhouse gases and aerosol particles to the atmosphere and 

through changes in the way land is used. Changes in the planet’s radiative balance (or climate 
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forcings) result in changes in various aspects of the climate, such as temperature and 

precipitation (Fahey et al. 2017).  

1.2.2. Climate Feedbacks and Sensitivity  

Climate feedbacks are processes that either amplify or diminish the effects of climate forcings. A 

process that increases total warming in response to an initial warming is called a positive 

feedback, and one that decreases warming in response to an initial warming is a negative 

feedback (NASA n.d.). One of the most powerful positive feedbacks is the water vapor feedback. 

As air temperature increases—for example, in response to increasing CO2 concentrations—

evaporation increases and so does the maximum amount of water vapor that can be held in the 

atmosphere. Since water vapor is a strong greenhouse gas, greater amounts of water vapor in the 

atmosphere will lead to more warming. Thus, water vapor functions as a positive feedback: the 

initial warming from the CO2 increase causes an increase in water vapor, which causes an 

increase in temperature, which leads to additional increases in water vapor, and so on.  

The term “climate sensitivity” refers to the amount by which a given aspect of the climate system 

(such as temperature) changes in response to a given climate forcing (such as increases in 

greenhouse gas concentrations). This sensitivity is determined by the net effect of positive and 

negative feedbacks in the climate system. Climate sensitivity is commonly defined as the amount 

of warming that would eventually occur as a result of an instantaneous doubling of CO2 from 

preindustrial levels (e.g., from 270 parts per millions to 540 parts per million) once the climate 

reaches equilibrium with the new CO2 levels (an estimate referred to as “equilibrium climate 

sensitivity”). There is uncertainty in the exact value of the equilibrium climate sensitivity owing 

to the interconnected nature of the ocean–atmosphere–land system; however, it is generally 

thought to be in the range of about 2.5°–8°F (IPCC 2013).  

1.2.3. Natural Climate Forcings 

Global climate change results from climate forcings (also called radiative forcings), which are 

factors that change the planet’s energy balance. These forcings are both natural and human 

produced. The only significant natural climate forcings in the industrial era are changes in the 

sun’s irradiance (or brightness) and volcanic eruptions (Fahey et al. 2017). 

The brightness of the sun changes due to cycles and fluctuations in its internal dynamics. For 

example, the number of sunspots visible on the solar surface varies in a cyclical way, with the 

length of the cycle averaging around 11 years. Since the advent of satellites in the 1960s, solar 

brightness has been measured with high accuracy and precision. The sun’s output varies by only 

a small amount, with just a 0.2% difference between the brightest (solar maximum) and least 

bright (solar minimum) points in the sunspot cycle. Scientists are confident that the effects of 

these changes are small compared to the effects of the increase in greenhouse gas concentrations 

since the preindustrial era (Fahey et al. 2017).  
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Over thousands of years, the seasonal and regional distribution of solar heating varies due to 

fluctuations in Earth’s orbit and the tilt of its axis of rotation. Such variations are primarily 

responsible for the cooling and warming of the planet in ice-age cycles. However, changes in 

Earth’s movement occur over these geologic timescales and are too slow to hold relevance for 

climate change on historical timescales or as projected into the next few centuries. 

Another natural forcing comes from volcanic eruptions. The timing of eruptions is determined by 

tectonic processes deep within the Earth and appears to be random, with several major eruptions 

typically occurring within each century. Volcanic eruptions affect the climate primarily by 

injecting sulfur dioxide into the stratosphere—the stable layer of the atmosphere above clouds 

and rain. In the stratosphere, the sulfur dioxide gas is chemically converted to tiny droplets of 

sulfuric acid. These form a haze layer that can remain in the stratosphere for a few years, 

scattering sunlight that otherwise would reach Earth’s surface and thus cooling the climate. The 

most recent eruption with a strong cooling impact was Mount Pinatubo, in the Philippines. Its 

1991 eruption is estimated to have cooled Earth’s surface (in the global average) by up to 0.5°F 

for a period of around two years (Parker et al. 1996). 

1.2.4. Anthropogenic Climate Forcings 

Human-generated (anthropogenic) climate forcings include the emission of greenhouse gases and 

aerosols and the reworking of Earth’s surface in ways that change the amount of energy received 

from the sun that is reflected from Earth’s surface back to space. All available scientific evidence 

points to greenhouse gases emitted by human activity as the source of most of the recent global 

warming. Among these, CO2 is most important, but methane, nitrous oxide, and some other 

chemicals are also significant. When fossil fuels (coal, oil, and natural gas) are burned, carbon 

that was stored within Earth by natural processes that occurred over hundreds of millions of 

years is released to the atmosphere in the form of CO2. Thus, by extracting and consuming these 

fossil fuels, the release of this carbon is accelerated by a factor of roughly a million. Carbon 

dioxide is also released by some changes in land use, such as the irreversible destruction of 

certain types of forests, as well as land clearing and agricultural practices that release the carbon 

stored in the organic components of soils. It is worth noting that growing and consuming food 

does not, in and of itself, release CO2 to the atmosphere, since there is a balance between the 

carbon removed from the atmosphere during photosynthesis, when crops are grown, and the 

carbon released by plant and animal respiration and by the decay of organic matter. Land-use 

change also alters the Earth’s albedo (reflectivity)—the global effects of these changes are small 

relative to other forcings, but they can have an impact on the climate, particularly on a local or 

regional basis. 

Continuing increases in atmospheric CO2 concentrations are expected to be the principal cause of 

future warming. CO2 levels have already increased from about 284 parts per million (ppm) in 

1850 to 411 ppm in 2019 (Tans and Keeling 2020), and are currently growing at about 0.6% per 

year. If this growth rate continues, the concentration of CO2 would double to 800 ppm by 2130. 

Concentrations of other significant greenhouse gases are also increasing due to human activities. 
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Methane is released by livestock, by flooded rice paddies, and, to a largely unknown extent, 

inadvertently in the production of natural gas. Nitrous oxide is released during industrial and 

agricultural activities, fossil fuel and solid waste burning, and wastewater treatment. Other 

manufactured greenhouse gases that serve as fire suppressants and refrigerants also end up in the 

atmosphere from a variety of industrial processes.  

The overall climate influence of a given greenhouse gas depends on its atmospheric 

concentration, its effectiveness in absorbing infrared radiation, and its lifetime in the atmosphere, 

as well as the time span of climate change being considered. Because CO2 is removed from the 

atmosphere both geochemically and biologically, it has an ill-defined atmospheric lifetime, 

although some fraction of human-produced CO2 will remain in the atmosphere for centuries. 

Methane is much more effective at absorbing infrared radiation than CO2, but it is destroyed 

chemically in the atmosphere on a timescale of just over a decade, while nitrous oxide, which is 

also more effective at trapping heat than CO2, remains in the atmosphere for more than a century. 

As a result, the effects of any efforts to reduce emissions of greenhouse gases will have differing 

near-term and long-term impacts on warming, depending on which greenhouse gases are 

targeted.  

The tiny aerosol particles produced by certain human activities can have either a cooling or a 

warming effect, depending on their makeup. The most common of these substances, especially in 

the past, are sulfuric acid aerosols, produced in much the same way as a volcanic aerosol except 

that the sulfur dioxide is released by the combustion of sulfur-containing fossil fuels, especially 

coal. Even a thin layer of these particles in the atmosphere reflects a significant amount of 

sunlight back to space, and therefore they are believed to have had a substantial cooling effect on 

the climate since the dawn of the Industrial Revolution. Soot particles, on the other hand, which 

are also released in combustion (e.g., in diesel engines), absorb solar radiation and therefore 

warm the climate. Most particles released into the lower atmosphere are, however, rapidly 

removed by rain, so they have no long-term effect once they are no longer being generated.  

In the last century, the Clean Air Act and its amendments greatly reduced sulfate emissions from 

coal burning in the United States, and similar regulation had a like effect in Europe. At the same 

time, sulfate emissions have increased in other areas, such as China, leading to mixed effects on 

global and regional temperatures. Two factors render past estimates of aerosol radiative forcing 

highly uncertain. First, we have no direct measurements of the concentrations of these particles 

prior to the last few decades. Second, an important way in which some types of particles cool the 

climate is by making clouds reflect more sunlight. This is called the aerosol indirect effect, and 

its magnitude is neither well understood nor well measured. If the past cooling effect of particles 

was large, it implies that there is a strong “hidden” warming that will be manifested when the 

release of particles is further reduced by efforts to mitigate unhealthy air pollution. 

Approximate values for the relative importance of these different forcings are provided by the 

Intergovernmental Panel on Climate Change (IPCC). In its 5th Assessment Report (IPCC 2013), 

the panel finds that since the beginning of the Industrial Revolution, circa 1750, CO2 accounts 
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for well over half of the positive human-induced climate forcing and that the cooling effect of 

particles has offset approximately a third of the net positive forcing (see Figures 8.15 and 8.17 in 

Myrhe et al. 2013). These estimates, especially for aerosols, are accompanied by large 

uncertainties. On a global level, other forcings, such as changes in land cover that alter Earth’s 

reflection of solar radiation, are small. 

1.3. Observed Changes 

1.3.1. Global Climate Variability 

The global climate undergoes intrinsic, or unforced, variations that appear as bumps or wiggles 

in any time-series depiction of the observed global temperature record (Figure 1.1). Some of 

these can be attributed to well-characterized phenomena, such as the slight global warming 

associated with El Niño events (see below), but most are best described as “noise.” The 

exchange of heat between the atmosphere and the ocean is driven by weather and so is highly 

variable in space and time. In a given year, if more heat flows from the ocean to the atmosphere, 

a slight global warming results; if less heat flows from the ocean to the atmosphere, a slight 

global cooling results. For example, in an El Niño event, there is a net flow of heat from the 

ocean into the atmosphere; as a result, the global temperature typically increases in El Niño 

years. 

The most publicized fluctuation of this sort is the so-called global warming hiatus at the turn of 

this century (1998–2013). The appearance that warming had slowed or stopped can be attributed 

to the fact that following the record high global temperature of 1998, which was associated with 

a very strong El Niño event, it was not until 2013 that global temperatures were consistently 

above the 1998 record. Because there is noise in the system, however, even in a persistently 

warming climate, we should not expect to see record warmth in every new year. “Hiatuses” are 

an inevitable consequence of intrinsic noise in the climate system (e.g., Easterling and Wehner 

2009). 
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Figure 1.1. The graph shows the global annual average surface (land and ocean) temperature 

for 1880–2019, shown as differences from the 1901–1960 average. Temperatures vary from 

year to year throughout the record, but with a warming trend from around 1900 through the 

1940s, relatively stable temperatures through the mid-1970s, and then a strong warming trend 

since the late 1970s. Temperatures have been more than 1.6°F above the long-term average in 

each of the last five years. Source: adapted from NCEI 2019.  

1.3.2. Regional Climate Variability 

Global average climate conditions are not what people experience from day to day. For most 

decision-makers, stakeholders, and individuals, information on regional and local climate 

averages and variability are more salient than global-scale information. But climate records at 

smaller scales—cities, states, or regions—are inherently noisier than records averaged across the 

globe, because natural variability in the climate system has more noticeable effects at these 

smaller scales. This makes it difficult or, in some cases, impossible to confidently attribute past 

variations in local climates to either natural or external causes.  

From year to year, many local or regional variations are truly random, resulting from the 

occurrence or absence of one or two weather systems of a given type. At the same time, there are 

organized structures of variability that act over years or even decades and arise from the internal 

dynamics of the climate system. Known patterns of natural variability include the North Atlantic 

Oscillation (NAO), the Atlantic Multidecadal Oscillation (AMO), the Pacific Decadal Oscillation 

(PDO), and the El Niño–Southern Oscillation (ENSO), among others.  
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For North Carolina, ENSO is the most significant known mechanism of year-to-year natural 

variability. During an El Niño event, ocean temperatures warm in a belt straddling the equator, 

stretching from the International Date Line to the west coast of South America. This ocean 

warming releases great amounts of energy into the atmosphere, raising (as noted above) the 

global temperature and affecting weather patterns over much of the world. El Niños are 

associated with droughts and wildfire in Australia and Indonesia and with flooding rains in 

California. In North Carolina, El Niño winters tend to be cooler and wetter than normal. In 

addition, the North Atlantic Oscillation—an atmospheric pressure pattern with centers near 

Iceland and the Azores—also has a major impact on winter in North Carolina. The NAO varies 

such that when air pressure is low over Iceland, it is high over the Azores (NAO positive) and 

vice versa (NAO negative). Recent research by the State Climate Office of North Carolina 

suggests that North Carolina has milder winters during a positive NAO, while a negative NAO 

results in an increased potential for wintry weather (State Climate Office of North Carolina n.d.).  

1.3.3. Regional Climate Change 

Regional variations also occur across decades. Figure 1.2 shows annual average temperature 

changes for the United States. With the exception of the southeastern United States, all areas 

show warming, including Alaska, Hawaiʻi, and Puerto Rico (not shown on map). Warming is as 

much as 3°F in some areas of the western United States and Alaska. The southeastern United 

States and extending into Oklahoma is one of the few areas that shows slight net cooling over the 

20th and into the 21st century. The reasons for this have been the subject of much research, and 

hypothesized causes include both human and natural influences (Vose et al. 2017, Meehl et al. 

2012, Walsh et al. 2014, Pan et al. 2004, Partridge et al. 2018). A closer examination of 

temperature data reveals further detail about the observed cooling. The Southeast region 

experienced high annual average temperatures in the 1920s and 1930s, followed by cooler 

temperatures until the 1970s. Since then, annual average temperatures have increased to levels 

above the 1930s, and the decade of the 2010s through 2018 has been warmer than any previous 

decade, both for average daily maximum and average daily minimum temperature. Seasonal 

warming has varied. The decade of the 2010s through 2018 is the warmest for average daily 

minimum temperature in all seasons and for average daily maximum temperature in winter and 

spring but not in summer and fall. Thus, based on the current warming trend in the Southeast, the 

small areas of cooling seen in Figure 1.2 are projected to disappear in the next 10–30 years.  
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Figure 1.2. The map shows observed changes in annual average temperature (°F). Changes are 

the difference between the average for present day (1986–2016) and the average for the first 

half of the last century (1901–1960) for the contiguous United States (1925–1960 for Alaska 

and Hawai‘i). With the exception of portions of the southeastern United States, all areas show 

warming. Source: Vose et al. 2017. 

1.3.4. Observed Changes in Climate 

Surface temperature (land and ocean) in Earth’s climate has increased by about 1.8°F (1°C) since 

the start of the 20th century, and surface temperature continues to increase (Figure 1.1). 

Although there is a distinct long-term trend, global temperatures do not increase smoothly. There 

is year-to-year natural variability—due to natural factors such as volcanic eruptions or the El 

Niño–Southern Oscillation—superimposed on the long-term trend. However, 18 of the 19 

warmest years on record have occurred since 2001. Only 1998 was among the 19 warmest prior 

to 2001, and as noted above, that was mainly due to a powerful El Niño event that typically leads 

to warm global temperatures. 

Spatially, the greatest warming has occurred at the higher latitudes, with some areas of higher-

latitude Canada, Alaska, and parts of eastern Russia warming over 3.6°F (2°C), more than twice 

the change in the global average. However, not all parts of the globe have warmed over this 

period. In addition to the small net cooling of the southeastern United States discussed above, sea 

surface temperatures southeast of Greenland also show slight cooling since the start of the 20th 

century. 

Annual average precipitation across global land areas exhibits a slight rise over the past century. 

However, a statistically significant trend cannot be detected due to a lack of data coverage early 

in the record (Figure 1.3). Interannual and interdecadal variability is clearly found in all 

precipitation evaluations, owing to factors such as the North Atlantic Oscillation and El Niño–

Southern Oscillation. Unlike surface temperature, which is expected to increase everywhere, 

annual average precipitation is not expected to increase or decrease in a consistent manner across 
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the globe. Some studies have identified a climate change pattern of wet areas getting wetter and 

dry areas getting drier (e.g., Greve et al. 2014, Skliris et al. 2016). This pattern is expected with a 

poleward expansion of the general large-scale tropical circulation (known as the Hadley cell) that 

should lead to more drying in the subtropics and a poleward shift of storm tracks that should lead 

to increases in annual average precipitation in wet regions. While this high/low rainfall behavior 

appears to be valid over ocean areas, changes over land are more complicated (Figure 1.3).  

 

Figure 1.3. The map shows changes in annual average precipitation (in inches) over land for the 

period 1986–2015 relative to 1901–1960. The data are from land-based stations with long-term 

records, so precipitation changes over the ocean and Antarctica cannot be evaluated. The 

trends are not considered to be statistically significant because a lack of data coverage early in 

the record increases the uncertainty of any trend. The relatively coarse resolution (0.5° × 0.5°) 

of these maps does not capture the finer details associated with mountains, coastlines, and 

other small-scale effects. Source: Wuebbles et al. 2017. 

Warming of the atmosphere has led to changes in other parts of the climate system. In particular, 

warming leads to increases in atmospheric water vapor. Increasing temperature results in a 

greater saturation vapor pressure of about 3.5% per °F of warming. Global observations of near-

surface atmospheric water vapor show that it has increased, consistent with the observed 

warming of the climate (Seneviratne et al. 2012). 

As atmospheric water vapor has increased, observations of extreme precipitation in many parts 

of the world have also increased (Seneviratne et al. 2012). In the United States, a clear signal of 

increases in heavy precipitation events has emerged (Easterling et al. 2017). Figure 1.4 shows 
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regional changes in different measures of heavy precipitation for two different time periods, 

1901–2016 and 1958–2016. Averaged across the United States, all measures show an increase 

over their respective time period (not shown). Regionally, the largest increases have occurred in 

the northeastern and midwestern United States. However, other regions show much smaller 

increases, and for the 48-hour accumulation definitions, the southwestern United States shows a 

small decline, and Hawaiʻi and Puerto Rico both show declines for the time periods for which 

there are enough data to analyze.  

 

Figure 1.4. These maps show regional changes in several metrics of extreme precipitation. The 

upper left map shows the percent change in maximum daily precipitation in consecutive 5-year 

blocks (e.g., the largest amount for each 5-year block rather than the annual maximum values), 

calculated over 1901–2016. The upper right map shows the percent change in the amount of 

precipitation falling on days with precipitation totals exceeding the 99th percentile of all non-

zero precipitation days, calculated over 1958–2016. The two bottom maps show the percent 

change in the number of 2-day events with a precipitation total that exceeds the amount 
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expected to occur once every 5 years; the bottom left is calculated over 1901–2016, and the 

lower right is calculated over 1958–2016. Source: Easterling et al. 2017. 

1.3.5. Other Indicators of a Changing Climate 

There are many different types of physical observations, or indicators, that can be used to track 

how climate is changing. These indicators include changes in temperature and precipitation, as 

well as observations of arctic sea ice, snow cover, alpine glaciers, growing season length, 

drought, wildfires, lake levels, and heavy precipitation. Some of these indicators, especially 

those derived from air temperature and precipitation observations, have nearly continuous data 

that extend back to the 1800s at a few locations in the United States (e.g., the Blue Hill 

Meteorological Observatory in Milton, MA; Conover 1990) and the 1600s in Europe (the Central 

England Temperature Record; Parker et al. 1992). These long-term datasets document century-

scale changes in climate. Satellite-based indicators, on the other hand, extend back only to the 

late 1970s but provide a comprehensive record of the changes in Earth’s surface and atmosphere 

over the past four decades.  

Taken individually, each indicator simply shows changes that are occurring in one aspect of the 

climate system. Taken as a whole, however, in the context of scientific understanding of the 

climate system, the cumulative changes documented by each of these indicators paint a 

compelling and consistent picture of a warming world. For example, arctic sea ice has declined 

since the late 1970s, most glaciers have retreated, the frost-free season has lengthened, heavy 

precipitation events have increased in the United States and elsewhere in the world, and sea level 

has risen. Each of these indicators, and many more, are changing in ways that are consistent with 

a warming climate (see Figure 1.2 in Jay et al. 2018). 

1.4. Detection and Attribution 

Detection and attribution studies are used to determine whether a human influence on certain 

observed changes in climate can be distinguished from natural variability. These studies are 

performed through the systematic comparison of climate models and observations using various 

statistical methods, and they can be performed on a variety of scales from global to regional. 

Detection and attribution studies can help determine whether model simulations of historical 

climate conditions are consistent with observed climate trends. Results from these studies can 

help inform decision-making on climate policy and adaptation (Knutson et al. 2017).  

Detection and attribution studies of several types can be used to examine the cause of changes in 

long-term climate trends (such as changes in average temperature or precipitation), changes in 

extremes (such as extreme heat or heavy precipitation), specific weather or climate events, and 

climate-related impacts. These studies can also be used to estimate the climate sensitivity by 

using observations to constrain climate models. Paleoclimate data (derived by analyzing natural 

sources including tree rings, ice cores, and corals) can provide a much longer-term record against 

which recent observations can be compared (Knutson et al. 2017). 
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Figure 1.5 shows a comparison of observed global annual average temperatures (calculated as 

annual differences from the 1901–1960 average) with historical simulations from climate 

models. The spread of different individual model simulations (the blue and orange shading) 

arises both from differences in how the different models respond to the various climate forcing 

agents (natural and anthropogenic) and from internal (unforced) climate variability. Observed 

annual temperatures after about 1960 are shown to be inconsistent with models that include only 

natural forcings (blue shading) but are consistent with the model simulations that include both 

human and natural forcing (orange shading). This implies that the observed global warming is 

attributable in large part to anthropogenic forcing. Furthermore, these studies—as well as the 

consistency of observed changes in other variables such as increases in sea level, atmospheric 

water vapor, and heavy precipitation events and decreases in arctic sea ice cover—led the 

Intergovernmental Panel on Climate Change to state in their 5th Assessment Report of 2013, “It 

is extremely likely that more than half of the observed increase in global average surface 

temperature from 1951 to 2010 was caused by the anthropogenic increase in greenhouse gas 

concentrations and other anthropogenic forcings together” (IPCC 2013). More recently, the 

IPCC report on global warming of 1.5°C concluded that the amount of human-induced warming 

matches the observed warming to within ±20% (the likely range; IPCC 2018). 

 

Figure 1.5. The figure compares observed global surface air temperature, computed as 

differences from the 1901–1960 average, to global climate model historical experiments from 

the Coupled Model Intercomparison Project 5 (CMIP5) for the 1880–2016 period using (a) 

human forcings (greenhouse gas increases and land-use and aerosol changes) and natural 

forcings (solar variations and volcanic eruptions) and (b) only natural forcings. In (a), the thick 

orange line shows the average from 36 CMIP5 models, while the orange shading and outer 

dashed lines depict the ±2 standard-deviation and absolute ranges, respectively, of annual 

differences across all the model simulations. In (b), the blue line and shading depict the same 

information, but for results from 18 CMIP5 models using only natural forcings. Because the 

modeling of natural forcings alone, shown by the blue line, exhibits no net change in 
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temperature from 1800–2016, it is clear that the observed warming is not explained by natural 

variability alone. Source: Knutson et al. 2017.  

Another area of attribution deals with individual extreme events, such as droughts or hurricanes. 

When an extreme weather event occurs, people often ask whether the event was caused by 

climate change. A more appropriate framing for the question is whether climate change has 

altered the odds of occurrence of an extreme event. Extreme event attribution studies to date 

have generally been concerned with answering the latter question. The European heat wave of 

2003 and Australia’s extreme temperatures and heat indices of 2013 (e.g., Arblaster et al. 2014, 

King et al. 2014, Knutson et al. 2013, Lewis and Karoly 2014, Perkins et al. 2014) are examples 

of extreme weather or climate events where relatively strong evidence for a human contribution 

to the event has been found. In a new twist on event attribution, and highly relevant to North 

Carolina, recent research into Hurricane Florence in a forecasting sense predicted in advance that 

the storm would be slightly more intense, have increased rainfall, and would be a larger storm 

than what would have occurred without anthropogenic forcing (Reed et al. 2020). Post-storm 

analysis showed that, indeed, all three changes did occur and could be attributed to climate 

change, although none of the three were as large as predicted. 

1.5. Climate Models 

Climate models are the main tool scientists use to examine how the climate will change in 

response to future changes in greenhouse gases, land use, and other forcing factors. They are also 

useful for examining how much impact humans have already had on the climate. Climate 

models, which are similar to the computer models used to forecast weather, are complex 

computer programs based on equations that represent fundamental laws of nature and the many 

processes that affect Earth’s climate system. These models represent the atmosphere, land, and 

ocean system as an aggregate of adjacent small boxes. The equations are solved for each box to 

represent the global weather patterns. By stepping forward sequentially in time, the climate 

models capture the evolving short-term (e.g., daily) patterns of atmospheric pressures, winds, 

temperatures, and precipitation. Over longer time frames (e.g., weeks to months), these models 

simulate wind patterns, high- and low-pressure systems, ocean currents, ice and snowpack 

accumulation and melting, soil moisture, extreme weather occurrences, and other environmental 

characteristics that make up the climate system. 

Some important processes, including cloud formation and atmospheric mixing, are represented 

by approximate relationships, either because the processes are too complex to model given 

current technologies or they operate at scales that are too small to represent directly. These 

approximations lead to uncertainties in model simulations of climate. In addition to uncertainties 

due to model formulation, there are uncertainties related to how greenhouse gases, land use, and 

other forcing factors will change in the future. 
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1.6. Climate Projections and Scenarios 

Human production of greenhouse gases has already increased the natural greenhouse effect, 

resulting in a planet that is in a state of energy imbalance, in which infrared radiation escaping to 

space does not match the incoming flux of solar radiation. This extra energy goes primarily to 

warming Earth’s oceans. How much climate change occurs over the next few decades will 

mainly depend on the amount of greenhouse gases that are emitted to the atmosphere; how much 

is absorbed by the biosphere, oceans, and other sinks; and the sensitivity of the climate to those 

emissions (Hawkins and Sutton 2009).  

Since the Earth’s climate system takes time to fully respond to changes in greenhouse gas 

concentrations, even if greenhouse gas levels stabilized today, it is virtually certain that the 

climate will continue to warm. Further, it is virtually certain that other changes in the climate 

system, such as sea level rise, will continue (Allen et al. 2018). In short, the climate system has 

inertia, and this would need to be accounted for in order to avoid certain climate thresholds. 

Much as a ship must reverse its engines long before it strikes a dock, emissions must be reduced 

long before climate thresholds are reached. 

Continued warming is virtually certain if greenhouse gas concentrations continue to increase 

from human activities, including fossil fuel combustion and large-scale deforestation (Figure 1.6; 

Hayhoe et al. 2018). With additional emissions, the projected changes in global average 

temperature for the end of this century (2080–2099) relative to 1996–2015 are 3.6°–8.2°F under 

a higher scenario (RCP8.5) and 1.1°–4.1°F under a lower scenario (RCP4.5; see the Guide to the 

Report for more information on these scenarios; following Hayhoe et al. 2017). If society were to 

reduce net emissions to near zero over the next decade to two, the climate would still warm but 

by smaller amounts. Further, given the very long times needed for the oceans to absorb excess 

heat, emissions of greenhouse gases through the rest of this century will have a lasting legacy of 

warming that will persist for more than 10,000 years (Friedlingstein et al. 2011). 

Virtually all model simulations show the greatest warming occurring at the highest latitudes in 

both hemispheres. As discussed above, with the expected warming of the climate, an increase in 

atmospheric water vapor is also expected. However, model projections of heavy precipitation 

remain problematic because heavy rainstorms are too small in spatial extent to be captured by 

current climate models (Hayhoe et al. 2017); models universally show large increases in heavy 

precipitation events in both low- and high-emissions simulations for the 21st century.   
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Figure 1.6. The figure shows observed and multimodel simulations of globally averaged surface 

temperature change relative to the 1986–2015 average. Observations (heavy black line) are 

shown for the 1901–2016 period. Model simulations for the historical period (1900–2005) are 

based on observed changes in greenhouse gases, aerosols, and land-use change, and 

projections (2006–2100) are based on three Representation Concentration Pathway scenarios 

(see Guide to the Report). The burnt-orange, blue, and green lines for the model simulations 

show the averages from multiple climate models, and the shaded ranges show the 5% to 95% 

confidence intervals for the respective simulations. Source: adapted from Hayhoe et al. 2018. 
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2. Statewide Changes in Temperature, Precipitation, and 

Storms 

2.1 Introduction 

North Carolina has a humid climate with very warm summers and moderately cold winters. The 

climate exhibits substantial regional variation due to the state’s diverse topography, which 

includes the Appalachian Mountains in the west, the Piedmont Plateau in the central region, and 

the Coastal Plain to the east. Elevations across the state range from sea level along the Atlantic 

coast to over 6,000 feet at the peak of Mt. Mitchell, the highest point east of the Mississippi 

River. In summer, the state’s elevation and proximity to the ocean keep temperatures relatively 

cooler in the mountains and along the coast compared to inland. In winter, temperatures are 

somewhat moderated by the Appalachian Mountains, which partially block cold air coming from 

the Midwest (Frankson et al. 2017, 2019 update).  

There are no distinct wet and dry seasons in North Carolina. However, summer precipitation is 

normally the greatest and most variable, owing to shower and thunderstorm activity, and fall is 

generally the driest season. The mountains show large spatial variability in rainfall due to 

orographic (mountain) effects on precipitation. For example, Lake Toxaway and Asheville are 

the wettest and driest places in the state, respectively, in terms of average annual precipitation, 

and they are separated by only about 40 miles (State Climate Office of North Carolina n.d.). 

Lake Toxaway is close to where the mountains rise up from the Piedmont, so it gets a lot of 

upslope rainfall, which is where moist air rises up the slope and cools, causing the moisture to 

condense into clouds and rain. Asheville is east of the Smokies and in a rain shadow, meaning 

much of the rainfall is blocked by the high mountains to the west. 

See Appendix A for details on the datasets and scenarios used in this chapter.  

2.2 Temperature Changes in North Carolina  

2.2.1 Averages 

North Carolina’s annual average temperature has increased by about 1°F since 1895, which is 

less than temperature increases in northern and western portions of the United States. North 

Carolina is part of a larger region of the southeastern United States that has exhibited less overall 

warming in surface temperatures than the rest of the United States over the 20th century. During 

the 40-year period of the 1920s through 1950s, a majority (25) of the years were warmer than the 

long-term average, followed by a cool period in the 1960s and 1970s, when only 3 years were 

above average. Since that time, temperatures have steadily increased, with average temperatures 

being consistently above normal since the 1990s (Figure 2.1) and with 20 out of the last 29 years 

being above the long-term (1895–2018) average. Summer average temperatures have been the 

warmest on record over the last 14 years (Figure 2.2), including the first (2010), second (2011), 
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and third (2016) warmest summers. Winter average temperatures have been warmer than normal 

over the last 14 years (Figure 2.2) but not record breaking, with two earlier historical 14-year 

periods (1989–2002 and 1921–1934) being equally warm. 

Climate models suggest the current warming trend will continue and project significant increases 

by the middle and end of the century. Projected values are shown for two climate futures: a 

higher scenario (RCP8.5), in which greenhouse gas emissions continue to increase, and a lower 

scenario (RCP4.5), in which emissions increase at a slower rate (Figure 2.3). By 2050, models 

project that the annual average temperature in North Carolina will increase by 2°–4°F under a 

lower scenario and by 2°–5°F under a higher scenario, compared to the average temperature for 

1996–2015. By 2100, the average temperature is projected to increase by 2°–6°F under a lower 

scenario and by 6°–10°F under a higher scenario, compared to the average temperature for 1996–

2015. Figure 2.3 also shows the observed average temperature value for the period 1970–2013 

(this average is based on a different observational dataset than the one shown in Figure 2.1 in 

order to provide the most consistent comparison with model simulations—see Appendix A for 

details).  

The observed temperatures have tended to be on the lower end of the range of historical model 

simulations (Frankson et al. 2017, 2019 update), which suggests that the lower end of the 

projected values is a more likely outcome for the future. However, since the causes of the lesser 

warming observed in the Southeast are not yet fully understood and recent years have exhibited 

substantial warming, the higher end of the projected values should not be discounted as a 

possibility. 
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Figure 2.1. The bar graph shows the observed annual average temperature for North Carolina 

for 1895–2018, as averaged over 5-year periods, with the last bar representing a 4-year period 

(2015–2018). Dots show annual values. The horizontal black line shows the long-term average 

of 58.7°F for 1895–2018. Source: Frankson et al. 2017, 2019 update. 
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Figure 2.2. The bar graphs show the observed summer and winter average temperatures for 

North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar representing a 

4-year period (2015–2018). Dots show annual values. The horizontal black lines show the long-

term summer average of 75.6°F and winter average of 41.3°F for 1895–2018. The 1930s and 

1950s were some of the warmest periods in North Carolina’s history, while the 1960s–70s was 

a cool period for the state. The summer multiyear averages over the last 14 years (2005–2018) 

have been the warmest on record. The winter multiyear average of 2005–2018 ties for the 

warmest on record with 1921–1934 and 1989–2002. Source: Frankson et al. 2017, 2019 update. 

 



Chapter 2: Statewide Changes 

    47 

 

Figure 2.3. These time series show the simulated historical and projected annual average 

temperature for North Carolina from the LOCA data and the observed climatological value 

averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are shown 

for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red 

shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 

90% confidence intervals of 20-year running averages from the set of climate models. Sources: 

NCICS and The University of Edinburgh. 

2.2.2 Extremes 

The frequency of very hot days (maximum temperature of 95°F or higher; Figure 2.4) was 

highest in the 1930s through early 1950s. This was followed by a period of very low occurrences 

in the 1960s and early 1970s. Since the late 1970s, the number has fluctuated around the long-

term (1900–2018) average of 10 days per year with no trend. By contrast, the number of very 

warm nights (minimum temperature of 75°F or higher) has been well above average since 2005, 

with 2010 setting a record with a statewide average of 14 (Figure 2.5). The number of very warm 

nights during 2008–2017 is higher than during any other consecutive 10-year period. 
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Figure 2.4. The bar graph shows the observed annual number of very hot days (maximum 

temperature of 95°F or higher) for North Carolina for 1900–2018, as averaged over 5-year 

periods, with the last bar representing a 4-year period (2015–2018). Dots show annual values. 

The horizontal black line shows the long-term average of 9.9 very hot days per year for 1900–

2018. North Carolina has not experienced an increase in the frequency of very hot days. Source: 

Frankson et al. 2017, 2019 update. 
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Figure 2.5. The bar graph shows the observed annual number of very warm nights (minimum 

temperature of 75°F or higher) for North Carolina for 1900–2018, as averaged over 5-year 

periods, with the last bar representing a 4-year period (2015–2018). Dots show annual values. 

The horizontal black line shows the long-term average of 4.6 very warm nights per year for 

1900–2018. The second half of the 20th century was a cool period for North Carolina, with the 

frequency of very warm nights well below the long-term average. The 5-year period of 2010–

2014 saw the largest number of very warm nights in the historical record, almost double the 

long-term average. Source: Frankson et al. 2017, 2019 update. 

Extreme temperatures above these thresholds are far more common in the Piedmont and Coastal 

Plain than in the Western Mountains. However, climate models project increases across most of 

the state, including the Mountains, by 2041–2060 (Figure 2.6 and Figure 2.7).  

For 2021–2040, climate models project little to no change in the number of very hot days or very 

warm nights in the Mountains. However, across much of the Piedmont and Coastal Plain, the 

number of very hot days is projected to increase by 10 to 20 days per year as compared to the 

1996–2015 average (Figure 2.6a). The number of very warm nights is projected to increase by 3 

to 15 per year across much of the Piedmont and Coastal Plain, with some areas projected to 

increase by 18 or more per year over the 1996–2015 average (Figure 2.7a).  
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By 2041–2060, projected increases are notably larger for both very hot days and very warm 

nights under both the higher (RCP8.5) and lower (RCP4.5) scenarios. Under the lower scenario, 

the number of very hot days is projected to increase across most of the state, with increases in the 

Mountains of up to 15 days per year in the westernmost tip of the state. Increases in the 

Piedmont are generally between 15 and 25 days per year, with some isolated regions exceeding 

an increase of 25 days per year (Figure 2.6b). There is little to no expected change in the number 

of very warm nights in the Mountains for this time period, but increases across the rest of North 

Carolina are between 6 and 25 per year, with the largest increases in the southern and eastern 

areas of the state (Figure 2.7b).  

Under the higher scenario (for the period 2041–2060), the general pattern of changes is the same, 

but the magnitude of those changes is notably larger. The number of very hot days is projected to 

increase by 10 to 15 days per year in many areas of the Mountains and by 20 days or more in the 

westernmost tip of the state. And increases of 25 days or more are expected across the majority 

of the Piedmont and Coastal Plain (Figure 2.6c). There is little to no change projected in the 

number of very warm nights in the Mountains, but increases of 18 to 35 per year are expected 

across the majority of the Piedmont and Coastal Plain (Figure 2.7c). 

The projections for increases in the number of very warm nights are consistent with recent 

observations. Because of this consistency, it is very likely that the model-projected increases in 

the number of very warm nights will occur. However, the projected increase in the number of 

very hot days is not consistent with the lack of an observed trend. Since the causes of the lack of 

an increase in the number of very hot days are not yet fully understood, our level of confidence is 

less. However, summers have become warmer, and that warming is projected to continue. Thus, 

it is likely that the number of very hot days will eventually increase. 
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Figure 2.6. The maps show projected changes in the annual number of very hot days (maximum 

temperature of 95°F or higher) for North Carolina for two mid-century time periods and two 

climate futures. All projected values are shown as changes compared to the 1996–2015 

average. Panel (a) shows projected changes for 2021–2040 under a higher scenario (RCP8.5). 

Panel (b) depicts projected changes for 2041–2060 under a lower scenario (RCP4.5), and panel 

(c) shows projected changes under the higher scenario for the same time period. Sources: 

NCICS and The University of Edinburgh.  
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Figure 2.7. The maps show projected changes in the annual number of very warm nights 

(minimum temperature of 75°F or higher) for North Carolina for two mid-century time periods 

and two climate futures. All projected values are shown as changes compared to the 1996–

2015 average. Panel (a) shows projected changes for 2021–2040 under a higher scenario 

(RCP8.5). Panel (b) depicts projected changes for 2041–2060 under a lower scenario (RCP4.5), 
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and panel (c) shows projected changes under the higher scenario for the same time period. 

Sources: NCICS and The University of Edinburgh. 

Though there is no long-term trend in the number of cold days (maximum temperature of 32°F 

or lower), the annual number of such days has been above average for the last five years (Figure 

2.8). The number of cold nights (minimum temperature of 32°F or lower) has been generally 

near average since the 1990s (Figure 2.9). The number of cold days and cold nights was 

generally below average during the 1920s through the 1950s, a period of generally above 

average winter temperatures (Figure 2.2). Interestingly, the recent period of above average 

winter temperatures has not been accompanied by a similarly below average number of cold days 

and nights. The lack of trends in the number of cold days and cold nights in recent years was 

caused in part by occurrences of a winter weather pattern popularly known as the polar vortex—

an area of upper-level low pressure that is nearly always present over the North and South Poles. 

Occasionally, the arctic vortex is displaced southward over eastern North America and becomes 

nearly stationary, bringing unusually cold weather to the eastern United States. While the 

sporadic southward displacement of the vortex is a natural feature of the winter climate, some 

recent years have featured unusually persistent patterns, resulting in episodes of extended cold 

and stormy weather in the eastern United States, notably in the winters of 2009–10, 2010–11, 

2013–14, and 2014–15. A number of research studies have found empirical evidence of a link 

between cold winter episodes and the fact that the Arctic region is warming more rapidly than 

lower latitudes (a phenomenon referred to as arctic amplification). The current scientific 

consensus is that observed winter temperature trends, including the lack of recent warming in the 

eastern United States, cannot be explained without including the potential effects of Arctic 

warming (Cohen et al. 2020). By contrast, the number of very cold nights (minimum temperature 

of 0°F or lower) has been below average throughout the 2000s, with the exception of 2014 and 

2015, when the polar vortex dominated weather patterns in the eastern United States (Figure 

2.10).  
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Figure 2.8. The bar graph shows the observed annual number of cold days (maximum 

temperature of 32°F or lower) for North Carolina for 1900–2018, as averaged over 5-year 

periods, with the last bar representing a 4-year period (2015–2018). Dots show annual values. 

The horizontal black line shows the long-term average of 3 cold days per year for 1900–2018. 

Source: Frankson et al. 2017, 2019 update. 
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Figure 2.9. The bar graph shows the observed annual number of cold nights (minimum 

temperature of 32°F or lower) in North Carolina for 1900–2018, as averaged over 5-year 

periods, with the last bar representing a 4-year period (2015–2018). Dots show annual values. 

The horizontal black line shows the long-term average of 77 cold nights per year for 1900–2018. 

Source: NCICS. 
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Figure 2.10. The bar graph shows the observed annual number of very cold nights (minimum 

temperature of 0°F or lower) for North Carolina for 1900–2018, as averaged over 5-year 

periods, with the last bar representing a 4-year period (2015–2018). Dots show annual values. 

The horizontal black line shows the long-term average of 0.2 very cold nights per year for 1900–

2018. Source: Frankson et al. 2017, 2019 update. 

Cold days are rare in the Piedmont and Coastal Plain regions, as are very cold nights. The 

projected changes expected in the occurrence of such cold days and nights in these regions is 

very small simply because current climatological values are very small. However, in the Western 

Mountains, where the annual average number of such days and nights is higher, climate models 

project decreases in the occurrence of both cold days and very cold nights. The magnitude of 

decreases varies across the Mountains region, with larger decreases seen at higher elevations. By 

2021–2040, projected decreases are small, with the number of cold days dropping by about 1 to 3 

days per year (Figure 2.11a) and the frequency of very cold nights dropping by about 1 to 2 per 

year (Figure 2.12a). By 2041–2060, the number of cold days is projected to decrease by 3 to 7 

days per year in the Mountains (under the higher scenario), and decreases of 2 to 3 days per year 

are expected in the Piedmont region along the northern border of the state (Figure 2.11c). By 

2041–2060, the number of very cold nights is projected to decrease by 1 to 4 per year in the 

Mountains under the higher scenario (Figure 2.12c). 
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The number of cold nights (minimum temperature of 32°F or lower), which are more common in 

all regions, is projected to decrease significantly across the entire state (Figure 2.13). By 2021–

2040, decreases of 6 to 12 cold nights per year are projected across all three regions of North 

Carolina, with the Coastal Plain seeing the smallest changes. By 2041–2060, decreases of 12 

cold nights or more per year are projected across the majority of the state under the lower 

scenario, and decreases of 18 or more are expected under the higher scenario.  

The projections for decreases in the number of very cold nights are consistent with observations 

over the last three decades. Because of this consistency, it is very likely that decreases in the 

number of very cold nights will occur. For cold days, however, the projected decrease is not 

consistent with the lack of an observed trend. As noted above, one reason for the lack of an 

observed trend is the recent occurrences of an unusually persistent southward-displaced polar 

vortex over eastern North America. It has been hypothesized that Arctic warming may be 

responsible for these recent polar vortex excursions, but there is no scientific consensus that 

continued Arctic warming will lead to an increase in the number or persistence of southward-

displaced polar vortex occurrences over eastern North America. In any case, winters have 

become warmer overall, and that warming is projected to continue. Thus, it is likely that the 

number of cold days will eventually decrease. 
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Figure 2.11. The maps show projected changes in the annual number of cold days (maximum 

temperature of 32°F or lower) for North Carolina for two mid-century time periods and two 

climate futures. All projected values are shown as changes compared to the 1996–2015 

average. Panel (a) shows projected changes for 2021–2040 under a higher scenario (RCP8.5). 

Panel (b) depicts projected changes for 2041–2060 under a lower scenario (RCP4.5), and panel 

(c) shows projected changes under the higher scenario for the same time period. Darker shades 

of red indicate decreases in the number of cold days. Sources: NCICS and The University of 

Edinburgh. 
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Figure 2.12. The maps show projected changes in the annual number of very cold nights 

(minimum temperature of 0°F or lower) for North Carolina for two mid-century time periods 

and two climate futures. All projected values are shown as changes compared to the 1996–

2015 average. Panel (a) shows projected changes for 2021–2040 under a higher scenario 

(RCP8.5). Panel (b) depicts projected changes for 2041–2060 under a lower scenario (RCP4.5), 

and panel (c) shows projected changes under the higher scenario for the same time period. 

Darker shades of red indicate decreases in the number of very cold nights. Sources: NCICS and 

The University of Edinburgh. 
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Figure 2.13. The maps show projected changes in the annual number of cold nights (minimum 

temperature of 32°F or lower) for North Carolina for two mid-century time periods and two 

climate futures. All projected values are shown as changes compared to the 1996–2015 

average. Panel (a) shows projected changes for 2021–2040 under a higher scenario (RCP8.5). 

Panel (b) depicts projected changes for 2041–2060 under a lower scenario (RCP4.5), and panel 

(c) shows projected changes under the higher scenario for the same time period. Darker shades 

of red indicate decreases in the number of cold nights. Sources: NCICS and The University of 

Edinburgh. 
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Both the average annual hottest and coldest temperatures are projected to increase later this 

century. By 2021–2040, the hottest and coldest temperatures are projected to increase by 1°–3°F 

across the entire state, with the smallest changes occurring in the Coastal Plain (Figure 2.14a, b).  

By 2041–2060 and under the lower scenario (RCP4.5), the annual hottest temperature is 

projected to increase by 2°–3°F in the Coastal Plain and by 3°–4°F throughout the Piedmont and 

Western Mountains regions (Figure 2.14c). The annual coldest temperature is projected to 

increase by 3°–4°F across most of the state, with a few small areas seeing increases of 4°–5°F 

(Figure 2.14d). For the same time period under the higher scenario, both the hottest and coldest 

temperatures are projected to increase by 3°–5°F across most of the state, with the annual hottest 

temperature increasing by as much as 6°F in some areas of the Piedmont and Western Mountains 

regions (Figure 2.14e, f).  
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Figure 2.14. The maps show projected changes in the hottest (left column) and coldest (right 

column) temperatures each year for North Carolina for two mid-century time periods and two 

climate futures. All projected values are shown as changes compared to 1996–2015 averages. 

Panels (a) and (b) show projected changes for 2021–2040 under a higher scenario (RCP8.5). 

Panels (c) and (d) depict projected changes for 2041–2060 under a lower scenario (RCP4.5), and 

panels (e) and (f) show projected changes under the higher scenario for the same period. 

Sources: NCICS and The University of Edinburgh. 
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2.3 Precipitation Changes in North Carolina 

2.3.1 Averages 

Since 1895, statewide annual total precipitation has ranged from a low of 34.7 inches in 2007 to 

a high of 68.4 inches in 2018. The driest multiyear periods were in the early 1930s and early 

1950s and the wettest in the late 1900s and late 2010s (Figure 2.15). The driest consecutive 5-

year interval was 1930–1934, with an annual average of 44.4 inches, and the wettest was 2014–

2018, with an average of 55.1 inches per year. There is no overall trend in annual total 

precipitation. Precipitation totals are generally highest in the summer, with a peak in July. 

Southwestern North Carolina is one of the wettest locations in the southeastern United States, 

receiving more than 90 inches of precipitation annually in a few locations.  

 

Figure 2.15. The bar graph shows the observed annual total precipitation for North Carolina for 

1895–2018, as averaged over 5-year periods, with the last bar representing a 4-year period. 

Dots show annual values. The horizontal black line shows the long-term average of 49.4 inches 

per year for 1895–2018. The last 5 years (2014–2018) is the wettest consecutive 5-year interval 

on record. Sources: Frankson et al. 2017, 2019 update. 
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For scenarios in which greenhouse gas concentrations continue to increase, the majority of 

climate models project increases in annual total precipitation by the middle of the 21st century. 

The maps in Figure 2.16 show projected changes in annual total precipitation for two mid-

century time periods and under two climate futures: a higher scenario (RCP8.5), in which 

greenhouse gas emissions continue to increase, and a lower scenario (RCP4.5), in which 

emissions increase at a slower rate. By 2021–2040, the two scenarios project small increases in 

annual total precipitation—up to about 3%, except for a small area in western North Carolina 

that shows slightly higher increases (only the higher scenario is shown in the figure for this time 

period). Projections for 2041–2060 are shown for both scenarios. The area of increases above 3% 

for 2041–2060 is similar to that for 2021–2040 under the lower scenario but grows to about half 

of the state (mostly in the west) under the higher scenario. 
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Figure 2.16. The maps show projected changes in annual total precipitation for North Carolina 

for two mid-century time periods and two climate futures. All projected values are shown as 

changes compared to the 1996–2015 average. Panel (a) shows projected changes for 2021–

2040 under a higher scenario (RCP8.5). Panel (b) depicts projected changes for 2041–2060 

under a lower scenario (RCP4.5), and panel (c) shows projected changes under the higher 

scenario for the same time period. Sources: NCICS and The University of Edinburgh. 
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2.3.2 Extremes 

Heavy Rainfall Events 

Extreme precipitation events are defined here as days on which rainfall totals 3 inches or more. 

The number of such events has been highly variable throughout the historical record (Figure 

2.17). There is a statistically significant upward trend, with the highest number of extreme 

precipitation events occurring in the last 4-year period (2015–2018).  

 

Figure 2.17. The bar graph shows the observed annual number of extreme precipitation events 

(days with precipitation of 3 inches or more) for North Carolina for 1900–2018, as averaged 

over 5-year periods, with the last bar representing a 4-year period. Dots show annual values. 

The horizontal black line shows the long-term average of 0.7 events per year for 1900–2018. 

The number of extreme precipitation events was well above average over the last 4-year 

period. Source: Frankson et al. 2017, 2019 update. 

As the atmosphere continues to warm, the amount of water vapor in the atmosphere will also 

continue to increase. This additional water vapor then becomes available to increase heavy 

rainfall events. Figure 2.18 shows changes in the number of days with precipitation of 3 inches 

or more for the two future time periods and scenarios shown in Figure 2.16. For both mid-
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century time periods, most areas are projected to see an increase in the number of days with 

precipitation of 3 inches or more. As is expected with more warming, the higher scenario 

(RCP8.5) shows the broadest areas of large increases, approaching a 100% increase in some 

areas of the Western Mountains. Some small areas, however, show little increase even under the 

higher scenario due to the high random spatial variability in the location of specific extreme 

events. The overall risk of future changes should be evaluated by examining averages over large 

regions. Based on the virtual certainty that water vapor in the atmosphere will increase as global 

warming occurs, it is very likely that the risk of extreme precipitation will increase everywhere in 

the state. 
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Figure 2.18. The maps show projected changes in the annual number of days with precipitation 

of 3 inches or more across North Carolina for two mid-century time periods and two climate 

futures. All projected values are shown as changes compared to the 1996–2015 average. Panel 
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(a) shows projected changes for 2021–2040 under a higher scenario (RCP8.5). Panel (b) depicts 

projected changes for 2041–2060 under a lower scenario (RCP4.5), and panel (c) shows 

projected changes under the higher scenario for the same time period. Sources: NCICS and The 

University of Edinburgh. 

Drought 

Droughts are a natural part of the climate of North Carolina. Typically, the clockwise circulation 

around the Bermuda High—a semipermanent high pressure system with its center off the 

Atlantic Coast—draws moisture northward or westward from the Atlantic Ocean and Gulf of 

Mexico, causing warm and moist summers with frequent thundershowers in the afternoons and 

evenings. Daily and weekly variations in the positioning of the Bermuda High can have a strong 

influence on precipitation patterns. When the Bermuda High extends northwestward into the 

southeastern United States, warmer and drier than normal weather occurs, which can culminate 

in heat waves and drought (Li et al. 2012). In 2007, as a result of a strong Bermuda High over 

the Southeast and a strengthening La Niña, the state experienced its driest year in the observed 

historical record. By the end of October of that year, most of the state was in exceptional drought 

(Figure 2.19).  

Drought is a complex phenomenon. Precipitation deficits occur over a range of time and spatial 

scales, and the physical effects of such deficits vary depending on these scales and the magnitude 

of the deficits. Deficits on time scales of weeks (sometimes referred to as “flash droughts”) that 

occur during the warm season deplete root-zone soil moisture and can negatively affect 

agriculture. Deficits on time scales of months to seasons to years can deplete moisture at deeper 

levels. If they occur over large areas, they can lead to reductions in river flows, lake levels, and 

water tables. The designation of a dry period as a “drought” depends on the impact of interest 

and is sometimes labeled as such (e.g., agricultural drought, hydrologic drought). Severe 

droughts usually have multi-sectoral impacts. 

Future droughts are projected to be warmer than historical events with a high level of confidence. 

The warmer conditions will lead to more rapid drying through increases in potential 

evapotranspiration (the amount of evaporation or transpiration that would occur if there was 

unlimited water on the surface or in vegetation). Also, climate model simulations indicate that 

extension of the Bermuda High northwestward will occur more frequently in the future (Li et al. 

2013). Thus, it is likely that future droughts will be more severe in terms of soil moisture deficits 

and the impacts on rainfed agriculture and natural vegetation. See Chapter 3 for regional 

observations of drought (Figures 3.17, 3.33, and 3.49).  
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Figure 2.19. This map from the U.S. Drought Monitor shows the drought status for North 

Carolina on October 23, 2007. The majority of the state was in exceptional drought status, 

especially in the Western Mountains and central Piedmont regions. Conditions in much of the 

Coastal Plain and along the northern border of the state were slightly better but were still 

classified as severe to extreme. The U.S. Drought Monitor is jointly produced by the National 

Drought Mitigation Center (NDMC) at the University of Nebraska–Lincoln, the United States 

Department of Agriculture, and the National Oceanic and Atmospheric Administration. Map 

courtesy of NDMC. 

2.4 Sectoral Considerations 

2.4.1 Agriculture 

The observed length of the freeze-free season (number of days between the last spring 

occurrence of daily minimum temperature below 32°F and the first fall occurrence of daily 

minimum temperature below 32°F) was generally shorter than normal throughout the 1960s, 70s, 

and 80s. However, it has been above the long-term average since 1990. For the period of 1990–

2009, the freeze-free season averaged 3.5 days longer than the long-term average. Since 2010, it 
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has been about 12 days longer than average (Figure 2.20). The recent increases in North Carolina 

are part of a national trend toward longer freeze-free seasons. 

 

Figure 2.20. The bar graph shows the observed change in the length of the freeze-free season 

(number of days between the last spring occurrence of daily minimum temperature below 32°F 

and the first fall occurrence of daily minimum temperature below 32°F) for 1900–2018. The 

bars represent averages over 5-year periods, with the last bar representing a 4-year period. 

Sources: NCICS and NOAA NCEI. 

While the observational record of soil moisture data is not long enough to reliably evaluate long-

term trends, it is long enough to establish an approximate climatology. Observations of soil 

moisture are available from two observing networks across the state: the U.S. Climate Reference 

Network (USCRN) and the North Carolina ECOnet. The USCRN includes three stations—two in 

the Western Mountains near Asheville and one in Durham—with observations extending back to 

2009 (Figure 2.21). The North Carolina ECOnet has 43 monitoring stations located around the 

state with variable record length. Nineteen of these stations have soil moisture observations 

dating back to 2001 (Figure 2.22). Figure 2.21 and Figure 2.22 show the annual cycle of soil 

moisture at the USCRN and regional averages of the ECOnet sites, respectively. They all exhibit 

a maximum in January, followed by a decrease to a minimum in summer and then an increase 

during fall. This seasonal pattern reflects the cycle of evaporation, which is at a minimum in 

winter and at a maximum in summer, and is driven by the cycles of temperature and vegetation 

growth. 
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The values in Figure 2.21 illustrate important features in the USCRN observations. The 

maximum winter values (0.32–0.35) are around the saturated value of soil moisture, while the 

minimum summer values (0.24–0.27) are well above the vegetation wilting points (0.11–0.16). 

Thus, vegetation usually has sufficient moisture for growth even during the hot summer months. 

At the two mountain stations, there is a secondary peak in soil moisture due to summer 

thunderstorms, which are a regular feature of the Western Mountains climate (Figure 2.21). 

These features are mirrored in the regional averages of the ECOnet stations, which vary from a 

maximum of 0.30–0.32 in January to a minimum in summer. The summer minimum for the 

Western Mountains sites (about 0.28) is somewhat higher than the minima in the other two 

regions (0.24–0.26). These seasonal variations indicate that the primary risk to vegetative growth 

and health is intense dry spells during the warm season, when soil moisture is at its 

climatological minimum and potential evapotranspiration (PET) is at its climatological peak. 

Projected warming will increase PET and increase the risk of adverse soil moisture conditions. 

  

Figure 2.21. The graph shows average soil moisture by day of the year (1 = January 1; 361 = 

December 21), averaged over the 2–40-inch soil layer for Durham and two stations near 

Asheville, from the U.S. Climate Reference Network for the period 2009–2018. Sources: NOAA 

NCEI and NCICS. 
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Figure 2.22. The graph shows average 8-inch soil moisture by day of year for North Carolina 

from ECOnet stations averaged by regions. Source: State Climate Office of North Carolina. 

2.4.2 Energy Demands for Heating and Cooling 

The term “heating degree days” (HDDs) refers to the number of degrees that a day’s average 

temperature is below 65°F, while “cooling degree days” (CDDs) refers to the number of degrees 

that the average temperature is above 65°F. These metrics are used to quantify the energy needed 

to heat or cool buildings and houses. In North Carolina, annual HDDs and CDDs have varied in 

a manner similar to annual temperatures. Heating degree days (Figure 2.23) decreased in the first 

half of the 20th century to a relative minimum at mid-century, then increased to high values in 

the 1960s. Since 1970, there has been a decreasing trend, and the lowest 10-year average values 

have occurred since 2000. Cooling degree days have varied in the opposite manner (Figure 2.24), 

exhibiting an increasing trend in the early 20th century to moderately high values in the 1930s. 

Values decreased from 1940 to a minimum in the late 1960s. Since the 1970s, cooling degree 

days have increased to the highest 10-year average values in the observational record. 
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Figure 2.23. The graph shows the statewide annual average heating degree days (blue) for 

1901–2018 as well as the 10-year moving average (red). Sources: NCICS and NOAA NCEI. 

 

 

Figure 2.24. The graph shows the statewide annual average cooling degree days (blue) for 

1901–2018 as well as the 10-year moving average (red). Sources: NCICS and NOAA NCEI. 
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The statewide annual average values for 1996–2015 are approximately 3,400 for HDDs and 

1,440 for CDDs. The overall decrease in HDDs and increase in CDDs observed in North 

Carolina indicate a decrease in energy needed for heating and an increase in energy needed for 

cooling. These trends are projected to continue throughout the century (Figure 2.25 and Figure 

2.26). 

By 2021–2040 and under the higher scenario (RCP8.5), HDDs are projected to decrease 

throughout the state, with the largest decreases occurring in the Piedmont and Western 

Mountains regions. Some higher mountain elevations are expected to see decreases of 500 or 

more HDDs per year (Figure 2.25a). Increases in CDDs for this time period are projected 

everywhere, with the largest increases of 300 to 400 per year occurring over most of the 

Piedmont and Coastal Plain (Figure 2.26a).  

For 2041–2060, HDDs are projected to continue decreasing and CDDs to continue increasing 

under the lower scenario (RCP4.5), with the largest changes expected in the Western Mountains 

and Piedmont, respectively (Figure 2.25b and Figure 2.26b). Under the higher scenario, HDDs 

are projected to decrease by at least 500 across nearly the entire state, with decreases in the 

Western Mountains between 700 and 800 per year (Figure 2.25c). Cooling degree days are 

projected to increase by 600 to 800 per year across the Piedmont and Coastal Plain and by 400 to 

700 across most of the Western Mountains region (Figure 2.26c).  
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Figure 2.25. The maps show projected changes in annual heating degree days (HDDs) for North 

Carolina for two mid-century time periods and two climate futures. All projected values are 

shown as changes compared to the 1996–2015 average. Panel (a) shows projected changes for 

2021–2040 under a higher scenario (RCP8.5). Panel (b) depicts projected changes for 2041–

2060 under a lower scenario (RCP4.5), and panel (c) shows projected changes under the higher 

scenario for the same time period. Darker shades of red indicate decreases in HDDs, indicative 

of overall warmer conditions. Sources: NCICS and The University of Edinburgh. 
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Figure 2.26. The maps show projected changes in annual cooling degree days (CDDs) for North 

Carolina for two mid-century time periods and two climate futures. All projected values are 

shown as changes compared to the 1996–2015 average. Panel (a) shows projected changes for 

2021–2040 under a higher scenario (RCP8.5). Panel (b) depicts projected changes for 2041–

2060 under a lower scenario (RCP4.5), and panel (c) shows projected changes under the higher 

scenario for the same time period. Darker shades of red indicate increases in CDDs, indicative of 

overall warmer conditions. Sources: NCICS and The University of Edinburgh. 
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2.4.3 Ski Industry 

The ski industry in the Western Mountains relies on snowmaking. Snowmaking can occur when 

the wet-bulb temperature (the lowest temperature that can be achieved through evaporation in the 

local conditions) is below freezing. Figure 2.27 shows a time series, starting with the 1980–81 

winter (December–February), of the percentage of hours favorable for snowmaking at an 

elevation of approximately 5,000 feet near Banner Elk, NC. The long-term average is about 60%. 

There is considerable year-to-year variability but no strong trend. The recent winters of 2015–16, 

2016–17, and 2017–18 were all well below average. 

 

Figure 2.27. The time series shows the percentage of hours with winter (December–February) 

wet-bulb temperatures below freezing at an elevation of approximately 5,000 feet near Banner 

Elk, NC. Source: NCICS.  

2.5 Changes in Storms Across North Carolina 

2.5.1 Winter Storms 

Extratropical cyclones are large areas of low pressure in the middle and high latitudes that are 

primarily distinguished by fronts separating warm and cold air masses. They often cause various 

types of adverse weather conditions, such as strong winds and precipitation of various types, 

including snow and ice. Herein, we refer to these as “winter storms” because they are most 

frequent and strong during the colder half of the year, although they occur in all seasons. This 

section discusses winter storms of all types, while the following two subsections discuss the 

specific instances of storms causing snow and ice. 

Winter storm tracks have shifted slightly northward (by about 0.4 degrees latitude) in recent 

decades over the Northern Hemisphere (Bender et al. 2012). More generally, winter storm 

activity is projected to change in complex ways under future climate scenarios, with increases in 
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some regions and seasons and decreases in others. The Arctic is warming more quickly than 

lower latitudes (i.e., arctic amplification), due in part to sea ice loss. This reduces the lower-

atmosphere temperature difference between the Arctic and the lower latitudes—this difference is 

an important energy source for winter storms. At the same time, the temperature difference 

higher up in the atmosphere is projected to increase due to a warming tropical upper troposphere 

and a cooling high-latitude lower stratosphere. While these two effects counteract each other 

with respect to a projected change in midlatitude storm tracks, the simulations indicate that the 

magnitude of arctic amplification may modulate some aspects (e.g., jet stream position, wave 

extent, and blocking frequency) of the circulation in the North Atlantic region in some seasons 

(Barnes and Polvani 2015). 

Regional studies of trends in winter storms are challenged to provide definitive results regarding 

changes in the frequency or intensity of storms, but regardless of these properties, it is very likely 

that storms of even similar intensity will produce heavier precipitation (e.g., Marciano et al. 

2015, Michaelis et al. 2017). Also, with rising sea levels, coastal flooding from storms is very 

likely to increase (e.g., Colle et al. 2015, Zhang and Colle 2018, Roberts et al. 2017).  

Based on the available evidence, our conclusion is that there is low confidence concerning future 

changes in the number of winter storms.  

2.5.1.1 Snowstorms and Snow Cover 

In much of North Carolina, winter precipitation often falls as snow at higher elevations but as 

rain at lower elevations, where temperatures are warmer. Thus, winter temperatures are a critical 

factor in both historical and future changes in snowfall. Statewide, winter average temperatures 

have been above the long-term average in most winters since 1990 (Frankson et al. 2017, 2019 

update). However, the foothills and mountain regions have exhibited a long-term decline in 

winter temperatures from 1910–2017 (Eck et al. 2019).  

Analysis of snowfall at North Carolina stations with long records found decreasing trends over 

the period of 1930–2007 at most stations (Kunkel et al. 2009). A more recent analysis of 

snowfall in the Western Mountains found no significant trends over the period 1910–2017 (Eck 

et al. 2019). However, an examination of the last 50 years indicates decreasing trends at many 

stations, particularly those located in the southern portion of the Western Mountains.  

Thus, both of these studies confirm recent declines in snowfall over most areas of the state. 

Snowfall and anomalously low temperatures are favored by large-scale modes of climate 

variability, particularly the simultaneous occurrence of El Niño and the negative phase of the 

North Atlantic Oscillation (Eck et al. 2019). 

The Fourth National Climate Assessment projects large winter warming under both moderate 

and higher emissions scenarios. Consistent with the projected warming, a northward shift in the 

rain–snow transition zone in the central and eastern United States is projected under a higher 

emissions scenario. By the end of this century, large areas that are currently snow dominated in 

the cold season are expected to be rain dominated (Krasting et al. 2013, Ning and Bradley 2015). 
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For North Carolina, the frequency of snowfall is projected to decrease by the end of this century 

and become a rare occurrence except in the Western Mountains. Even in the mountains, the 

frequency of snowfall is projected to decrease substantially, with snowfall increasingly confined 

to the higher elevations. 

As noted earlier, a definitive understanding of the effects of arctic amplification on midlatitude 

winter weather remains elusive (Cohen et al. 2020), and this adds some uncertainty to future 

projections of winter climate in North Carolina. Current global climate models (CMIP5) do 

predict an increase in the number of winter storms over the eastern United States, including the 

most intense storms, under the higher emissions scenario (Colle et al. 2013). However, there are 

large model-to-model differences in the realism of the simulations of these storms and in the 

projected changes. Even if there were increases in the frequency or intensity of winter storms, 

the effects of warmer winters would nevertheless lead to decreases in average annual snowfall. 

Another consequence of warming, however, is an expected increase in precipitation intensity. 

Thus, for events where air is sufficiently cold for precipitation to fall as snow, heavier totals 

could occur in the coming decades, before more extensive warming leads to only rare snowfall 

(O’Gorman 2014). However, an increase in heavy snow with warming only occurs with average 

temperatures colder than what occurs anywhere in North Carolina, including the mountains. 

The higher elevations of the North Carolina mountains and even valley locations in counties 

along the Tennessee border receive substantial snowfall each year during periods of low-level 

wind flow from the northwest (Keighton et al. 2009). These northwest flow snow (NWFS) 

events frequently are associated with moisture transport extending downwind from the Great 

Lakes and are therefore sensitive to ice extent on the lakes (Perry et al. 2007). Ice cover 

effectively shuts off evaporation from the surfaces of the Great Lakes, resulting in considerably 

less low-level moisture downwind of the lakes.  

Model simulations suggest that snowfall may increase downwind of the Great Lakes in the 

coming decades due to rising temperatures and decreasing seasonal ice cover (Gula and Peltier 

2012). Therefore, it is possible that higher-elevation locations along the Tennessee border may 

see an increase in NWFS events, provided temperatures in the lower atmosphere remain 

sufficiently cold for snow formation. 

Although snow generally melts within a few days after a snowstorm in most parts of the state, it 

is not uncommon for snow to persist for weeks or longer in the higher elevations of the 

mountains. In fact, at the highest elevations above 5,000 feet, snow may cover the ground nearly 

continuously some years from late fall through early spring, as was observed during the recent 

2009–10 and 2013–14 snow seasons (Martin et al. 2015). The amount of water stored in the 

snowpack—known as the snow water equivalent (SWE)—increases with snow depth. High 

values of SWE increase the flood threat during rapid melting, particularly when rain falls on 

snow-covered ground. Nearly all model simulations suggest that future snow cover duration and 

SWE will decrease in the middle latitudes as a result of warming and reductions in snowfall 
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(Collins et al. 2013). Therefore, it is likely that snow cover lasting more than a few days will 

increasingly be limited to the highest elevations above 5,000 feet in the coming decades. 

Based on the projected increase in temperature, it is very likely that total snowfall will decrease. 

It is likely that the number of heavy snowstorms will decrease. 

2.5.1.2 Ice Storms 

Ice storms occur within winter storms, the same as for snowstorms. However, icing requires a 

specific combination of weather conditions, most importantly precipitating conditions with a 

below-freezing layer near the surface and an above-freezing layer above the low-level freezing 

layer. In this situation, snow falling from high levels melts as it falls through the above-freezing 

layer; it then becomes super-cooled liquid drops while falling through the near-surface freezing 

layer and freezes on contact with cold surface objects. 

Accurately simulating this weather feature in climate models is challenging because the vertical 

extent of the below-freezing and above-freezing layers is often quite small and thus cannot be 

resolved by the current generation of climate models. Also, the horizontal resolution in models is 

insufficient to capture the fine spatial detail of ice-producing conditions. As a result, research on 

future changes in ice storm frequency and intensity is limited, and the recent Fourth National 

Climate Assessment did not make any statements on this weather phenomenon.  

In North Carolina, the presence of the Appalachian Mountains in the western part of the state can 

result in a phenomenon known as cold-air damming, in which a shallow layer of cold air moves 

southward across the Carolinas. This setup can be accompanied by freezing rain or ice pellets. 

However, there is no reason why cold-air damming would be expected to change in a warmer 

climate, other than that the temperature of the cold air masses could moderate.  

Freezing rain takes place when a layer of warm air moves over the shallow cold air near the 

surface, such as during cold-air damming. With warming, it may be easier for these warm layers 

to develop, and at least one study linked a North Carolina ice storm to warm offshore waters 

(Ramos da Silva et al. 2006). Thus, it is possible that warming could result in an increase of 

these warm layers, increasing freezing rain occurrence. 

Taken together, the preceding discussion demonstrates that there is considerable uncertainty in 

projected changes in freezing rain in a warming climate, and more research is needed. Given the 

evidence currently available, our conclusion is that there is low confidence concerning future 

changes in the number of ice storms.  

2.5.2 Thunderstorms and Tornadoes 

Tornado and severe thunderstorm events cause significant loss of life and property: more than 

one-third of the $1 billion weather disasters in the United States during the past 25 years were 

due to such events, and, relative to other extreme weather, the damages related to severe 

thunderstorms have undergone the largest increase since 1980 (Smith and Katz 2013).  
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A particular challenge in quantifying the existence and intensity of these events arises from the 

data source: rather than measurements, the occurrence of tornadoes and severe thunderstorms is 

determined by visual sightings by eyewitnesses (such as “storm spotters” and law enforcement 

officials) or post-storm damage assessments. The reporting has been susceptible to changes in 

population density, modifications to reporting procedures and training, the introduction of video 

and social media, and so on. These have led to systematic, non-meteorological biases in the long-

term data record. 

Nonetheless, judicious use of the report database has revealed important information about 

tornado trends. Since the 1970s, the United States has experienced a decrease in the number of 

days per year on which tornadoes occur but an increase in the number of tornadoes that form on 

such days. One important implication is that the frequency of days with large numbers of 

tornadoes—tornado outbreaks—appears to be increasing (Figure 9.3 in Kossin et al. 2017). The 

length of the season over which such tornado activity occurs is increasing as well: although 

tornadoes in the United States are observed in all months of the year, an earlier calendar-day start 

to the season of high activity is emerging. In general, there is more interannual variability, or 

volatility, in tornado occurrence (Elsner et al. 2015, Tippett 2014). 

Evaluations of hail and thunderstorm wind reports have thus far been less revealing. Although 

there is evidence of an increase in the number of hail days per year, the inherent uncertainty in 

reported hail size reduces the confidence in such a conclusion. Thunderstorm wind reports have 

proven to be even less reliable because, as compared to tornadoes and hail, there is less tangible 

visual evidence; thus, although the United States has lately experienced several significant 

thunderstorm wind events (sometimes referred to as derechos), the lack of studies that explore 

long-term trends in wind events and the uncertainties in the historical data preclude any robust 

assessment. 

It is possible to bypass the use of reports by exploiting the fact that the temperature, humidity, 

and wind in the larger vicinity—or “environment”—of a developing thunderstorm ultimately 

control the intensity, structure, and hazardous tendency of the storm. Thus, the premise is that 

measures of temperature, humidity, and wind at various heights throughout the atmosphere can 

be used as a proxy for actual severe thunderstorm occurrence. In particular, a measure of the 

energy available for convection (known as convective available potential energy, or CAPE) and 

vertical wind shear (a change in wind speed or direction with a change in altitude) constitutes 

one widely used means of representing the frequency of severe thunderstorms. This 

environmental-proxy approach avoids the biases and other issues with eyewitness storm reports 

and is readily evaluated using the relatively coarse global datasets and global climate models. It 

has the disadvantage of assuming that a thunderstorm will necessarily form and then realize its 

environmental potential. 

Global climate models consistently project an increase in the frequency of severe thunderstorm 

environments in the United States over the mid- to late 21st century. The most robust projected 

increases in frequency are over the U.S. Midwest and Plains during spring (March–May). Based 
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on the increased frequency of very high CAPE, increases in storm intensity are also projected 

over this same period (Del Genio et al. 2007). 

Some studies using regional models (models that simulate a large region, such as the United 

States, rather than the entire globe) that can capture the details of individual severe 

thunderstorms support the conclusions from the preceding paragraph. The individually modeled 

thunderstorms are quantified and assessed in terms of severity (e.g., Trapp et al. 2011). One 

study also used a model that simulates individual thunderstorms to examine changes in intense 

hourly precipitation in the central United States, finding an increase in the most intense events 

and a decrease in lighter events (Prein et al. 2017). These results have thus far supported the 

basic findings of studies of changes in the environments conducive to severe storms, particularly 

in terms of the seasons and geographical regions projected to experience the largest increases in 

severe thunderstorm occurrence. 

Based on remaining scientific uncertainties at this time, we conclude it is likely that severe 

thunderstorms in North Carolina will increase. 

2.5.3 Hurricanes 

Hurricanes and tropical storms are a frequent occurrence in North Carolina (Figure 2.28), with an 

average of a little more than one tropical storm or hurricane event passing near or over the state 

every year since 1900 (or approximately six events over a 5-year period). Hurricanes actually 

crossing the state occur once every 2 to 3 years (Frankson et al. 2017, 2019 update). Recent 

activity (since 1985) has been above the 20th-century average, with approximately eight events 

per 5-year period. The highest 5-year total since 1850 was 13 events, which occurred in 2000–

2004. The latter half of the 19th century was also a period of above average activity. This 

indicates that future changes will be a combination of largely unpredictable natural variations 

and the physics-based changes from a warmer world. 
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Figure 2.28. The bar graph shows the total number of tropical events (tropical storms or 

hurricanes) passing near or over North Carolina for 5-year periods since 1850. The last bar 

shows the 4-year period of 2015–2018. The long-term average (for 1850–2018) is six tropical 

events per 5-year period, or slightly more than one per year. The last half of the 19th century 

was characterized by above average activity followed by below average activity in the first half 

of the 20th century. Sources: U.S. Geological Survey, NCICS, and NOAA NCEI. 

While the tremendous costs of hurricanes are most visible, there are benefits to society as well. 

In particular, heavy precipitation accompanying hurricanes can be beneficial in the form of a 

tropical storm–level disturbance that brings soaking rain to a drought-stricken area. More 

commonly, however, hurricanes can produce flooding rainfall. The recent destructive flooding 

impacts from Hurricane Matthew in 2016 and Hurricane Florence in 2018 have highlighted the 

exposure and risks the state faces from these powerful storms. But understanding and predicting 

how climate change could affect the frequency, intensity, and rainfall characteristics of 

hurricanes is difficult because of the complex response of these short-lived events to the 

changing background environmental conditions (Kossin et al. 2017).  

Historical trends in hurricanes reveal significant changes due to natural variability, and these 

year-to-year variations may obscure the more gradual changes in hurricane characteristics due to 

climate change. The amount of influence that human-induced warming has had on hurricanes to 

date is believed to be relatively small, and this, in conjunction with observational limitations and 

large natural variations, makes it difficult to establish whether there are as yet any clear trends in 

hurricanes that can be attributed to human-induced warming (e.g., Knutson et al. 2019a). 

In numerous previous studies of hurricanes and climate change, a consistent finding is that the 

strongest storms will become stronger as the climate continues to warm. There is less 

consistency regarding how hurricane frequency will change. Many previous studies have 
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suggested a decrease in the frequency of hurricanes as the climate warms (e.g., review paper by 

Knutson et al. 2019b). These findings imply a shift towards increased average hurricane 

intensity. However, in recent years several studies have suggested that there will be either little 

change in frequency with warming or even increases in hurricane frequency (e.g., Bhatia et al. 

2018). The result that the strongest storms will get stronger still holds, but there is lessened 

confidence that hurricane frequency will decrease. The most recent studies tend to use higher 

model resolution (e.g., Bhatia et al. 2018) and are thus better able to represent the process of 

hurricane formation and intensification. Generally, the most important factors affecting the 

occurrence and intensity of hurricanes are ocean temperatures, atmospheric moisture, and 

changing wind speeds at higher levels in the atmosphere (i.e., vertical wind shear). 

Ocean Temperatures: Warm ocean water is required for hurricane formation, and sea surface 

temperatures (SSTs) are warming in response to greenhouse gas emissions. This alone motivated 

initial research into the possibility of increased future hurricane intensity with warming (e.g., 

Emanuel 1987). However, climate models also show warming aloft in the tropics, which works 

against the strengthening of hurricanes and thus mitigates the strengthening to some extent. In 

other words, if both the ocean and the atmosphere warmed uniformly, there would be a very 

large increase in hurricane intensity. However, with greater warming at upper levels of the 

atmosphere in the tropics compared to warming SSTs, hurricane intensity still increases, but the 

increase is lessened (e.g., Shen et al. 2000, Hill and Lackmann 2011, Tuleya et al. 2016). 

Atmospheric Moisture: Dry air inhibits hurricane formation. A consequence of warming is an 

increase in the amount of moistening (humidity) needed to bring air to saturation. This means 

that it is more difficult for initial disturbances to develop into mature hurricanes in dry 

environments. However, humidity limits hurricane formation in only some situations. While the 

amount of moistening needed to reach saturation will increase as temperature increases in the 

future, which works against hurricane formation, there are other factors that may dominate this 

effect. 

Wind Shear: Strong vertical wind shear (the change in wind speed and/or direction with height) 

is detrimental to hurricane formation and intensity. Climate model projections of changes in 

vertical wind shear across the Atlantic basin exhibit considerable variability, but there is some 

degree of consensus that the subtropical Atlantic would experience a decrease in shear, which 

could favor increased hurricane activity in this region (Vecchi and Soden 2007). Other recent 

studies suggest that increased wind shear near the U.S. East Coast in the current climate, which 

helps to reduce hurricane impacts there, could weaken in a warming climate, further increasing 

risks (Ting et al. 2019). 

A known consequence of warming is an increase in atmospheric water vapor content, meaning 

that a hurricane in a warmer environment will likely produce heavier precipitation (Knutson et al. 

2010, 2019b). A survey of recent literature indicates medium to high confidence that 

precipitation rates will increase with warming; a median increase of 14% was found for studies 

examining the effects of a 3.6°F (2C) global warming (Knutson et al. 2019). With continued 
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warming, increased freshwater flooding from hurricanes will likely take place. This will be 

exacerbated by increasing urbanization that adds impervious surfaces and development in low-

lying areas. 

Damage from severe winds and storm surge is also a significant threat with landfalling 

hurricanes. With medium to high confidence for expected increases in the intensity of the 

strongest hurricanes, there is a corresponding medium to high confidence in future increases in 

the likelihood of damaging storm surge and severe winds with future hurricanes. Hurricanes can 

also spawn tornadoes, as was recently experienced with Hurricane Dorian (occurred in 2019), 

which was accompanied by more than 20 tornadoes in North Carolina and South Carolina. 

Stronger hurricanes would, all else being equal, be more prone to produce tornadoes due to a 

stronger wind field, but there is very low confidence in this projection due to the limited research 

results to date. 

Even hurricanes that make landfall far from North Carolina, such as along the U.S. Gulf Coast, 

can cause significant damage to the state. Hurricane Ivan (occurred in 2004), for example, led to 

flooding along the French Broad, Swannanoa, and Pigeon Rivers, in addition to debris flows, in 

western North Carolina. When hurricanes move out of the tropics, their structure and size 

change. The process through which a tropical system transforms into one that has characteristics 

of midlatitude low pressure systems is called extratropical transition. In North Carolina, several 

impactful events have accompanied hurricanes that were undergoing this transition at the time, 

such as Hurricane Floyd (occurred in 1999). Recent research on how climate change would 

influence these transitioning systems indicates that they will likely retain greater intensity and be 

accompanied by heavier precipitation in a warmer climate (e.g., Jung and Lackmann 2019, 

Michaelis and Lackmann 2019). Note that there have been very few studies of extratropical 

transition and climate change to date, so confidence in these results will remain low until they 

are corroborated by additional research. 

Based on the assessment above, we conclude the following: 

1. The intensity of the strongest hurricanes is likely to increase with warming, and this could 

result in stronger hurricanes impacting North Carolina. Confidence in this result is high 

for changes in tropical storms (including hurricanes) globally. For individual regions such 

as North Carolina, the confidence in this outcome is medium. While confidence for North 

Carolina is lower than for the entire globe, there is no known reason that North Carolina 

would be protected from stronger hurricanes, and this potential risk should be considered 

in risk assessments. 

2. Heavy precipitation accompanying hurricanes is very likely to increase, increasing 

freshwater flood potential. 

3. The frequency of hurricane impacts on North Carolina in the future is not clear at this 

time, but earlier projections of decreases in hurricane activity now appear less confident 

in light of recent high-resolution modeling studies.  
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Box 2.1: Hurricane Florence 

Hurricane Florence made landfall on the North Carolina coast on September 14, 2018, as a 

Category 1 storm. Florence’s forward speed slowed at about the time of landfall, and it 

meandered over the eastern portions of North Carolina and South Carolina for several days. 

The result was torrential rainfall accumulations, in the range of 20 to 36 inches in eastern 

North Carolina (Figure 2.29), causing widespread destruction with losses in excess of $22 billion (in 

2019 dollars), more than the combined losses from Hurricanes Floyd (occurred in 1999) and 

Matthew (occurred in 2016). At Wilmington, most of the rain fell on September 14, 15, and 

16, with 9.58, 7.44, and 4.50 inches, respectively (Figure 2.30). Rainfall amounts on September 

14 and 16 were records for those dates. September 2018 was also the wettest month on record at 

Wilmington, with 24.13 inches, almost all of that falling during Hurricane Florence. 

Sea surface temperatures off the coast of North Carolina were about 3°F above the 1981–2010 

average during early September 2018 (Figure 2.31). As air temperature rises, the proportion of 

water vapor in the atmosphere increases at about 3.5% per °F, so it is very likely that the high sea 

surface temperatures contributed to the excessive rainfall. Analysis of historical rainfall 

statistics for the United States indicates that Hurricane Florence rainfall totals were among the 

highest multiday, area-averaged amounts in U.S. history for rainfall area sizes of up to 20,000 

square miles.  

Hurricane Matthew caused torrential rainfall in eastern North Carolina in October 2016. 

Rainfall amounts of up to 18.95 inches were reported (Stewart 2017). Maximum rainfall 

amounts were less than Florence amounts because Matthew did not slow down and rainfall 

was mostly restricted to a 1- to 2-day period. While global warming is likely to lead to heavier 

rainfall rates in hurricanes, there is no scientific evidence that future landfalling hurricanes are 

more likely to slow down after landfall. 
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Figure 2.29. The map shows total rainfall (inches) for September 14–17, 2018, for North 

Carolina and South Carolina. Source: adapted from Kunkel and Champion 2019. 

 

 
 

Figure 2.30. The figure shows daily rainfall totals at Wilmington, NC, from Hurricane Florence 

for September 10–20, 2018. Sources: NCICS and NOAA NCEI. 
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Figure 2.31. The map shows sea surface temperature anomalies for early September 2018 

compared to the 1981–2010 averages. Values off the coast of North Carolina are in the range 

of 0.5–2.0 K (0.9°–3.6°F) warmer than average. Sources: Image provided by NOAA ESRL 

Physical Sciences Division, Boulder, Colorado, from their website 

http://www.esrl.noaa.gov/psd/; Kalnay et al. 1996. 
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3. Regional Changes in Temperature, Precipitation, and 

Storms 

3.1 Introduction 

The climate conditions across the state are influenced by two major geographic features, the 

Atlantic Ocean to the east and the mountains in the western part of the state. Air over the ocean 

is usually more humid and experiences smaller day-to-night temperature variations than air over 

land. As a result, the coastal areas of the state experience more humid conditions and smaller 

day-to-night temperature differences, particularly when the air flow is onshore, than areas to the 

west. This oceanic influence on the climate diminishes as distance from the coast increases. The 

higher elevations in the Western Mountains have a direct influence on temperature. On average, 

temperature decreases about 3.5°F per 1,000 feet of elevation, simply due to lower atmospheric 

pressure. The higher elevations also provide a barrier to wind flow, forcing air upward and 

increasing precipitation on the windward slopes of the mountains. 

Because of the differences in certain aspects of the average climate conditions that derive from 

these geographic features, this chapter examines climate trends and projections by region. Three 

broad regions were defined for this study: Coastal Plain, Piedmont, and Western Mountains 

(Figure 3.1). Because the influence of oceanic air characteristics diminishes gradually with 

distance from the coast, the boundary between the Coastal Plain and the Piedmont is somewhat 

arbitrary and was chosen such that the two regions have an approximately equal east–west 

extent. By contrast, the effects of elevation on climate are abrupt, so the boundary between the 

Piedmont and the Western Mountains consists of the eastern boundaries of counties that include 

elevations above 2,000 feet.  
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Figure 3.1. The map of North Carolina shows the counties in each of the three regions used in 

this report: Western Mountains, Piedmont, and Coastal Plain. Source: NCICS. 

See Appendix A for details on the datasets and scenarios used in this chapter.  

3.2 Coastal Plain 

3.2.1 Average Temperature   

Trends in annual average temperatures in the Coastal Plain (Figure 3.2) are similar to statewide 

trends (see Figure 2.1). Temperatures were below the long-term average through 1920, generally 

above average in both the 1930s and 1940s, then well below average in the 1960s. They have 

been increasing since then and have remained consistently above average since the 1990s. Each 

of the last 4 years (2015–2018) has been one of the 8 warmest on record, while 16 of the last 18 

years have been above the long-term average of about 61°F degrees for the Coastal Plain region. 
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Figure 3.2. The bar graph shows the observed annual average temperature for the Coastal Plain 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 60.8°F for 1895–2018. Source: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina. 

By the end of the century, the average temperature is projected to increase by 2°–5°F under the 

lower scenario (RCP4.5) and by 6°–10°F under the higher scenario (RCP8.5; Figure 3.3), 

compared to the average temperature for 1996–2015. Figure 3.3 also shows the observed average 

temperature value for the period 1970–2013. Here, the Livneh observational dataset is used (see 

Appendix A for a description of datasets).  

The observed temperatures have tended to be on the lower end of the range of historical model 

simulations (not shown), similar to the statewide average temperature (Frankson et al. 2017, 

2019 update). This suggests that the lower end of the projected values is a more likely outcome 

for the future. However, since the causes of the lesser warming observed in the Southeast are not 

yet fully understood and recent years have exhibited substantial warming, the higher end of the 

projected values should not be discounted as a possibility. 
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Figure 3.3. These time series show the simulated historical and projected annual average 

temperature for the Coastal Plain region of North Carolina from the LOCA data and the 

observed climatological value averaged for the period 1970–2013 (black line). Historical 

simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are 

shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). 

The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running averages 

from the set of climate models. Sources: NCICS and The University of Edinburgh. 

3.2.2 Hot Days and Warm Nights 

The Coastal Plain region has not experienced an overall increase in the frequency of very hot 

days (maximum temperature of 95°F or higher; Figure 3.4) over the period 1970–2013, though 

there has been an increasing trend in the number of very warm nights (minimum temperature of 

75°F or higher; Figure 3.5) over the same period. 

On average, the Coastal Plain region sees about 13 very hot days per year. Changes in the annual 

number of such days have not followed the same pattern as annual average temperatures (Figure 

3.2). In fact, there were more instances of very hot days earlier in the first half of the 20th 

century compared to recent years. The highest average—23 days per year—occurred in 1930–

1934. The higher frequencies of such days during the late 1920s through the early 1950s 

correspond to periods of exceptionally dry weather.  
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Figure 3.4. The bar graph shows the observed annual number of very hot days (maximum 

temperature of 95°F or higher) for the Coastal Plain region of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 13 very hot days 

per year for 1900–2018. Source: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

The region sees a long-term average of about 6 very warm nights per year. The changes over the 

period of record (Figure 3.5) have been similar to the pattern in annual average temperatures 

(Figure 3.2), with an increasing trend since 1970. Most years since 1985 have been at or above 

the long-term average, and the last four years (2014–2018) all saw more than double the long-

term average number of very warm nights. 
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Figure 3.5. The bar graph shows the observed annual number of very warm nights (minimum 

temperature of 75°F or higher) for the North Carolina Coastal Plain region for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 6 very warm 

nights per year for 1900–2018. Source: NCICS, NOAA NCEI, and the State Climate Office of 

North Carolina. 

Climate models project a substantial increase in the number of these very hot days and very 

warm nights by mid- to late century under both scenarios. By the end of the century, the number 

of very hot days is projected to increase by 11–49 under the lower scenario and 42–94 under the 

higher scenario, compared to the 1996–2015 average. The number of very warm nights is 

projected to increase by 14–45 under the lower scenario and 48–87 under the higher scenario. 

The projections for increases in the number of very warm nights (Figure 3.6) is consistent with 

recent observations (Figure 3.5). Because of this consistency, it is very likely that the model-

projected increases in the number of very warm nights will occur.  

However, the projected increase in the number of very hot days (Figure 3.6) is not consistent 

with the lack of an observed trend (Figure 3.4). Since the causes of the lack of an increase in the 
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number of very hot days are not yet fully understood, our level of confidence in the projections is 

lessened. However, summers have become warmer, and that warming is projected to continue. 

Thus, it is likely that the number of very hot days will eventually increase. 

 

Figure 3.6. These time series show the simulated historical and projected number of days per 

year on which (a) the maximum temperature is 95°F or higher and (b) the minimum 

temperature is 75°F or higher for the Coastal Plain region of North Carolina from the LOCA data 

and the observed climatological values averaged for the period 1970–2013 (black line). 

Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–

2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green 

shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running 

averages from the set of climate models. Source: NCICS and The University of Edinburgh. 
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3.2.3 Cold Days 

Occurrences of cold days (maximum temperature of 32˚F or below) are rare in the Coastal Plain, 

with a long-term average of 1.4 days per year (Figure 3.7). There is no overall trend, but the 

number has been above average since 2014, including the 6th (2015) and 7th (2018) highest 

number of days on record. The highest annual value of 5.5 days occurred in 1917. The relatively 

high values in recent years were caused in part by occurrences of a winter weather pattern 

popularly known as the polar vortex—an area of upper-level low pressure that is nearly always 

present over the North and South Poles. Occasionally, the arctic vortex is displaced southward 

over eastern North America and becomes nearly stationary, bringing unusually cold weather to 

the eastern United States. While the sporadic southward displacement of the vortex is a natural 

feature of the winter climate, some recent years have featured unusually persistent patterns, 

resulting in episodes of extended cold and stormy weather in the eastern United States, notably in 

the winters of 2009–10, 2010–11, 2013–14, and 2014–15. A number of research studies have 

found empirical evidence of a link between cold winters and the fact that the Arctic is warming 

more rapidly than lower latitudes (a phenomenon referred to as arctic amplification). The current 

scientific consensus is that observed winter temperature trends, including the lack of recent 

warming in the eastern United States, cannot be explained without including the potential effects 

of Arctic warming (Cohen et al. 2020).  
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Figure 3.7. The bar graph shows the observed annual number of cold days (maximum 

temperature of 32°F or lower) for the North Carolina Coastal Plain region for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 1.4 cold days per 

year for 1900–2018. Source: NCICS, NOAA NCEI, and the State Climate Office of North Carolina. 

By the end of the century, climate models project that the annual number of cold days will be at 

or close to zero under both scenarios. There has not been a strong trend in the number of cold 

nights (days with a minimum temperature of 32°F or lower) in recent years. However, by the end 

of the century, the number of cold nights is projected to decrease by 10–26 under the lower 

scenario and 24–39 under the higher scenario, compared to the 1996–2015 average (Figure 3.8).  

The projected decrease in cold days (Figure 3.8) is not consistent with the lack of an observed 

trend (Figure 3.7). As noted above, one reason for the lack of an observed trend is the recent 

occurrences of an unusually persistent southward-displaced polar vortex over eastern North 

America. However, there is no scientific consensus that continued Arctic warming will lead to an 

increase in polar vortex occurrences over eastern North America (Cohen et al. 2020). Thus, it is 

likely that the number of cold days and cold nights will eventually decrease. 
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Figure 3.8. These time series show the simulated historical and projected number of days per 

year on which the (a) maximum temperature and (b) minimum temperature are 32°F or lower 

for the Coastal Plain region of North Carolina from the LOCA data and the observed 

climatological values averaged for the period 1970–2013 (black line). Historical simulations 

(gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are shown for a 

higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded 

ranges indicate the 10% to 90% confidence intervals of 20-year running averages from the set 

of climate models. Sources: NCICS and The University of Edinburgh. 
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3.2.4 Annual Hottest / Coldest Temperatures 

The annual hottest maximum temperature, averaged over the Coastal Plain region, has shown no 

strong trend since 1970. However, there has been a notable increase in the annual coldest 

minimum temperature since the late 1990s. By the end of the century, the annual hottest 

temperature is projected to increase by 2°–6°F under the lower scenario and 5°–12°F under the 

higher scenario, compared to the 1996–2015 average. The annual coldest temperature is 

projected to increase by 2°–7°F under the lower scenario and 6°–10°F under the higher scenario 

(Figure 3.9). 

The projections for increases in annual coldest temperature are consistent with recent 

observations. Because of this consistency, it is very likely that the model-projected increases in 

annual coldest temperature will occur. However, the projected increase in annual hottest 

temperature is not consistent with the lack of an observed trend. Since the causes of the lack of 

an increase in annual hottest temperature are not yet fully understood, our level of confidence in 

the projections is lessened. However, summers have become warmer, and that warming is 

projected to continue. Thus, it is likely that the annual hottest temperature will eventually 

increase. 

 



Chapter 3: Regional Changes 

    105 

 

Figure 3.9. These time series show the simulated historical and projected (a) hottest maximum 

and (b) coldest minimum temperatures each year averaged over the Coastal Plain region of 

North Carolina from the LOCA data and the observed climatological values averaged for the 

period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 
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3.2.5 Heating and Cooling Degree Days 

The term “heating degree days” (HDDs) refers to the number of degrees that a day’s average 

temperature is below 65°F, while “cooling degree days” (CDDs) refers to the number of degrees 

that the average temperature is above 65°F. These metrics are used to quantify the energy needed 

to heat or cool buildings and houses. HDDs and CDDs in the Coastal Plain region have varied in 

concert with the region’s annual average temperature. As average temperature (Figure 3.2) 

increased in the first half of the 20th century, HDDs (Figure 3.10) decreased, reaching a relative 

minimum around mid-century, while CDDs (Figure 3.11) exhibited little overall trend. HDDs 

then increased to relatively higher values by the 1960s, as the region’s average temperature and 

CDDs reached their lowest values in decades. Coincident with an upward trend in annual 

average temperature, there has been a decreasing trend in HDDs since the 1980s, and all but two 

years have been below the long-term average since 2000. At the same time, there has been an 

increasing trend in CDDs, with the highest values on record occurring since 2010. 

Overall warming is projected to lead to decreases in HDDs and increases in CDDs in the Coastal 

Plain (Figure 3.12). This indicates a decrease in energy needed for heating and an increase in 

energy needed for cooling. By the end of the century, HDDs are projected to decrease by 400–

900 under the lower scenario and 800–1,400 under the higher scenario, compared to the 1996–

2015 average. CDDs are projected to increase by 400–1,100 under the lower scenario and 1,100–

2,100 under the higher scenario. These projections are consistent with recent trends. For this 

reason, it is very likely that HDDs will decrease and CDDs will increase in the future. 
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Figure 3.10. The bar graph shows the observed annual heating degree days for the Coastal Plain 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 3,110 heating degree days per year for 1895–2018. There has 

been a decreasing trend in heating degree days since the 1980s, and all but two years have 

been below the long-term average since 2000. Sources: NCICS, NOAA NCEI, and the State 

Climate Office of North Carolina. 
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Figure 3.11. The bar graph shows the observed annual cooling degree days for the Coastal Plain 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 1,620 cooling degree days per year for 1895–2018. There has 

been an increasing trend in cooling degree days since the 1990s, and the highest values on 

record have occurred since 2010. Sources: NCICS, NOAA NCEI, and the State Climate Office of 

North Carolina. 
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Figure 3.12. These time series show simulated historical and projected values for (a) annual 

heating degree days and (b) annual cooling degree days for the Coastal Plain region of North 

Carolina from the LOCA data and the observed climatological values averaged for the period 

1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.2.6 Annual Precipitation 

The variations in annual precipitation for the Coastal Plain (Figure 3.13) are similar to those for 

the statewide average annual precipitation (see Figure 2.15). There is substantial year-to-year 
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variability but no discernible overall trend. Dominant physical mechanisms driving precipitation 

in this region are tropical systems, daytime thunderstorms, and winter coastal storms. The 2015–

2018 period was the wettest period on record in the Coastal Plain, averaging about 10 inches 

above the long-term average of 49 inches. The wettest year on record (67 inches) was 2018, 

boosted in part by Hurricane Florence rainfall, which contributed about 12 inches to the annual 

total. The driest year on record was 2007, with about 35 inches. The 1995–1999 period was the 

second wettest 5-year period (annual average of 54 inches). The driest 5-year period in the 

Coastal Plain was 1930–1934, with an annual average of 42 inches (this was also the driest 

statewide period on record; see Figure 2.15).  

 

Figure 3.13. The bar graph shows the observed annual total precipitation for the Coastal Plain 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 49.6 inches per year for 1895–2018. Sources: NCICS, NOAA 

NCEI, and the State Climate Office of North Carolina. 

By the end of the century, climate models project a wide range of potential outcomes, from drier 

to wetter conditions. While the average of the model projections shows small increases in annual 

total precipitation compared to the current climate (see Figure 2.16), the models range from 
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decreases of 3 inches to increases of 6 inches under the lower scenario and decreases of 3 inches 

to increases of 8 inches under the higher scenario, compared to the 1996–2015 average (Figure 

3.14). Based on the greater number of models showing increases, it is likely that annual 

precipitation will increase. 

 

Figure 3.14. These time series show the simulated historical and projected annual total 

precipitation for the Coastal Plain region of North Carolina from the LOCA data and the 

observed climatological value averaged for the period 1970–2013 (black line). Historical 

simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are 

shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). 

The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running averages 

from the set of climate models. Sources: NCICS and The University of Edinburgh. 

3.2.7 Heavy Precipitation 

Extreme precipitation is highly variable across the historical record, especially from year to year 

(Figure 3.15). Days with precipitation amounts of 3 inches or more are rare, with slightly fewer 

than 1 day per year expected on average at any individual location. There is an upward trend: 

since 1995, the average number of 3-inch days has been about 35% above the long-term average. 

The years 1995, 1998, 2009, and 2016 are 4 of the 5 highest years on record. 
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Figure 3.15. The bar graph shows the observed annual number of extreme precipitation events 

(days with precipitation of 3 inches or more) for the Coastal Plain region of North Carolina for 

1900–2018, as averaged over 5-year periods, with the last bar representing a 4-year period 

(2015–2018). Dots show annual values. The horizontal black line shows the long-term average 

of 0.9 extreme precipitation days per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina.  

By the end of the century, climate models project a large range of potential changes. This large 

range is mainly a result of the random nature of extreme rainfall. However, the models show an 

overall increase in the number of extreme precipitation days in the Coastal Plain region. By the 

end of the century, the annual number of days with precipitation of 3 inches or more is projected 

to increase by up to 0.2 (78%) under the lower scenario and 0.3 (130%) under the higher 

scenario, compared to the 1996–2015 average (Figure 3.16). Note that the current value of 0.3 

days per year from the Livneh dataset is lower than the station average of 0.9 days per year 

(Figure 3.15). The Livneh dataset consists of spatially averaged data, which have lower values of 

extreme rainfall.  

Based on the virtual certainty that water vapor in the atmosphere will increase as global warming 

occurs, it is very likely that the risk of extreme precipitation will increase everywhere in the 

Coastal Plain. 
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Figure 3.16. These time series show the simulated historical and projected annual number of 

days with precipitation of 3 inches or more for the Coastal Plain region of North Carolina from 

the LOCA data and the observed climatological value averaged for the period 1970–2013 (black 

line). Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 

2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; 

green shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year 

running averages from the set of climate models. Sources: NCICS and The University of 

Edinburgh. 

3.2.8 Drought 

Drought can be measured using the Palmer Drought Severity Index (PDSI), which uses 

temperature and precipitation data to calculate the severity of drought at a location by estimating 

the relative dryness. The values calculated for PDSI range from −10 (dry) to +10 (wet). This 

metric captures medium- to long-term drought in North Carolina and is used by water managers 

and climate scientists to quantify and compare droughts throughout recorded history. Figure 3.17 

shows the number of months per year with a PDSI value less than or equal to −2 (moderate, 

severe, or extreme drought). In the Coastal Plain, the period of 1930–1934 experienced the 

highest number of months in drought of at least moderate severity, with an average of 6 months 

per year. More recently, a drought during 2007–2009 was the most severe since the 1930s. 

Moderate or worse drought conditions have not occurred since 2013. 
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Figure 3.17. The bar graph shows the observed annual number of months in drought of 

moderate or worse severity (Palmer Drought Severity Index values less than or equal to −2) for 

the Coastal Plain region of North Carolina for 1895–2018, as averaged over 5-year periods, with 

the last bar representing a 4-year period (2015–2018). Dots show annual values. The horizontal 

black line shows the long-term average of 1.9 drought months per year for 1895–2018. Sources: 

NCICS, NOAA NCEI, and the State Climate Office of North Carolina. 

Droughts are a natural part of the climate of North Carolina. Future droughts are projected to be 

warmer than historical events with a high level of confidence. The warmer conditions will lead to 

more rapid drying through increases in potential evapotranspiration. Thus, it is likely that future 

droughts in their multiple forms will be more frequent and severe in terms of soil moisture 

deficits and the impacts on rainfed agriculture and natural vegetation. 

3.2.9 Winter Storms 

Extratropical cyclones are large areas of low pressure in the middle and high latitudes that are 

primarily distinguished by fronts separating warm and cold air masses. They often cause various 

types of adverse weather conditions, such as strong winds and precipitation of various types, 
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including snow and ice. Herein, we refer to these as “winter storms” because they are most 

frequent and strong during the colder half of the year, although they occur in all seasons. This 

section discusses winter storms of all types, while the following two subsections discuss the 

specific instances of storms causing snow and ice. 

Winter storm tracks have shifted slightly northward (by about 0.4 degrees latitude) in recent 

decades over the Northern Hemisphere (Bender et al. 2012). More generally, winter storm 

activity is projected to change in complex ways under future climate scenarios, with increases in 

some regions and seasons and decreases in others. The Arctic is warming more quickly than 

lower latitudes (i.e., arctic amplification), due in part to sea ice loss. This reduces the lower-

atmosphere temperature difference between the Arctic and the lower latitudes—this difference is 

an important energy source for winter storms. At the same time, the temperature difference 

higher up in the atmosphere is projected to increase due to a warming tropical upper troposphere 

and a cooling high-latitude lower stratosphere. While these two effects counteract each other 

with respect to a projected change in midlatitude storm tracks, the simulations indicate that the 

magnitude of arctic amplification may modulate some aspects (e.g., jet stream position, wave 

extent, and blocking frequency) of the circulation in the North Atlantic region in some seasons 

(Barnes and Polvani 2015). 

Regional studies of trends in winter storms are challenged to provide definitive results regarding 

changes in the frequency or intensity of storms, but regardless of these properties, it is very likely 

that winter storms of even similar intensity will produce heavier precipitation (e.g., Marciano et 

al. 2015, Michaelis et al. 2017). Also, with rising sea levels, coastal flooding from winter storms 

is very likely to increase (e.g., Colle et al. 2015, Zhang and Colle 2018, Roberts et al. 2017). 

Based on the available evidence, our conclusion is that there is low confidence concerning future 

changes in the number of winter storms.  

3.2.9.1 Snowstorms and Snow Cover 

In the North Carolina Coastal Plain, winter precipitation mostly falls as rain because 

temperatures are above freezing near the surface. Winter temperatures are a critical factor in both 

historical and future changes in snowfall. Winter temperatures have been above the long-term 

average in most winters since 1990. Analysis of snowfall at eastern North Carolina stations with 

long records found decreasing trends over the period of 1930–2007 at most stations (Kunkel et 

al. 2009).  

The Fourth National Climate Assessment projects large winter warming under both moderate 

and higher emissions scenarios. Consistent with the projected warming, a northward shift in the 

rain–snow transition zone in the central and eastern United States is projected under a higher 

emissions scenario. For the Coastal Plain, the frequency of snowfall is projected to decrease and 

become an even rarer occurrence than it is today. 

As noted earlier, a definitive understanding of the effects of arctic amplification on midlatitude 

winter weather remains elusive (Cohen et al. 2020), and this adds some uncertainty to future 



Chapter 3: Regional Changes 

    116 

projections of winter climate in North Carolina. Current global climate models (CMIP5) do 

predict an increase in the frequency of winter storms over the eastern United States, including the 

most intense storms, under the higher emissions scenario (Colle et al. 2013). However, there are 

large model-to-model differences in the realism of historical simulations and in the projected 

changes. Even if there were increases in the frequency or intensity of winter storms, the effects 

of warmer winters would nevertheless lead to decreases in average annual snowfall.  

Based on the projected increase in temperature, it is very likely that total snowfall will decrease. 

It is likely that the number of heavy snowstorms will decrease. 

3.2.9.2 Ice Storms 

Ice storms occur within winter storms, the same as for snowstorms. However, icing requires a 

specific combination of weather conditions, most importantly precipitating conditions with a 

below-freezing layer near the surface and an above-freezing layer above the low-level freezing 

layer. In this situation, snow falling from high levels melts as it falls through the above-freezing 

layer; it then becomes super-cooled liquid drops while falling through the near-surface freezing 

layer and freezes on contact with cold surface objects. 

The accurate simulation of this weather feature by climate models is challenging because the 

vertical extent of the below-freezing and above-freezing layers is often quite small and thus non-

resolvable by the current generation of climate models. Also, the horizontal resolution in models 

is insufficient to capture the fine spatial detail of ice-producing conditions. As a result, research 

on future changes in ice storm frequency and intensity is limited, and the recent Fourth National 

Climate Assessment did not make any statements on this weather phenomenon.  

In North Carolina, the presence of the Appalachian Mountains in the western part of the state can 

result in a phenomenon known as cold-air damming, in which a shallow layer of cold air moves 

southward across the Carolinas. This setup can be accompanied by freezing rain or ice pellets. 

However, there is no reason why cold-air damming would be expected to change in a warmer 

climate, other than that the temperature of the cold air masses could moderate. 

Freezing rain takes place when a layer of warm air moves over the shallow cold air near the 

surface, such as during cold-air damming. With warming, it may be easier for these warm layers 

to develop, and at least one study linked a North Carolina ice storm to warm offshore waters 

(Ramos da Silva et al. 2006). Thus, it is possible that warming could result in an increase of 

these warm layers, increasing freezing rain occurrence. 

Taken together, the preceding discussion demonstrates that there is considerable uncertainty in 

projected changes in freezing rain in a warming climate, and more research is needed. Given the 

evidence currently available, our conclusion is that there is low confidence concerning future 

changes in the number of ice storms. 
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3.2.10 Thunderstorms and Tornadoes 

Tornado and severe thunderstorm events cause significant loss of life and property: more than 

one-third of the $1 billion weather disasters in the United States during the past 25 years were 

due to such events, and, relative to other extreme weather, the damages from convective weather 

hazards have undergone the largest increase since 1980 (Smith and Katz 2013). A particular 

challenge in quantifying the existence and intensity of these events arises from the data source: 

rather than measurements, the occurrence of tornadoes and severe thunderstorms is determined 

by visual sightings by eyewitnesses (such as “storm spotters” and law enforcement officials) or 

post-storm damage assessments. The reporting has been susceptible to changes in population 

density, modifications to reporting procedures and training, the introduction of video and social 

media, and so on. These have led to systematic, non-meteorological biases in the long-term data 

record. 

Nonetheless, judicious use of the report database has revealed important information about 

tornado trends. Since the 1970s, the United States has experienced a decrease in the number of 

days per year on which tornadoes occur but an increase in the number of tornadoes that form on 

such days. One important implication is that the frequency of days with large numbers of 

tornadoes—tornado outbreaks—appears to be increasing (Figure 9.3 in Kossin et al. 2017). The 

length of the season over which such tornado activity occurs is increasing as well: although 

tornadoes in the United States are observed in all months of the year, an earlier calendar-day start 

to the season of high activity is emerging. In general, there is more interannual variability, or 

volatility, in tornado occurrence (Elsner et al. 2015, Tippett, 2014). 

Evaluations of hail and thunderstorm wind reports have thus far been less revealing. Although 

there is evidence of an increase in the number of hail days per year, the inherent uncertainty in 

reported hail size reduces the confidence in such a conclusion. Thunderstorm wind reports have 

proven to be even less reliable because, as compared to tornadoes and hail, there is less tangible 

visual evidence; thus, although the United States has lately experienced several significant 

thunderstorm wind events (sometimes referred to as derechos), the lack of studies that explore 

long-term trends in wind events and the uncertainties in the historical data preclude any robust 

assessment. 

It is possible to bypass the use of reports by exploiting the fact that the temperature, humidity, 

and wind in the larger vicinity—or “environment”—of a developing thunderstorm ultimately 

control the intensity, structure, and hazardous tendency of the storm. Thus, the premise is that 

measures of temperature, humidity, and wind at various heights throughout the atmosphere can 

be used as a proxy for actual severe thunderstorm occurrence. In particular, a measure of the 

energy available for convection (known as convective available potential energy, or CAPE) and 

vertical wind shear (a change in wind speed or direction with change in altitude) constitutes one 

widely used means of representing the frequency of severe thunderstorms. This environmental-

proxy approach avoids the biases and other issues with eyewitness storm reports and is readily 

evaluated using the relatively coarse global datasets and global climate models. It has the 
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disadvantage of assuming that a thunderstorm will necessarily form and then realize its 

environmental potential. 

Global climate models consistently project an increase in the frequency of severe thunderstorm 

environments in the United States over the mid- to late 21st century. The most robust projected 

increases in frequency are over the U.S. Midwest and Southern Great Plains during spring 

(March–May). Based on the increased frequency of very high CAPE, increases in storm intensity 

are also projected over this same period (Del Genio et al. 2007). 

Key limitations of the environmental-proxy approach are being addressed through the 

applications of high-resolution dynamical downscaling, wherein sufficiently fine model grids are 

used so that individual thunderstorms are explicitly represented, rather than implicitly 

represented (as through environmental proxies). The individually modeled thunderstorms can 

then be quantified and assessed in terms of severity (e.g., Trapp et al. 2011). Prein et al. (2017) 

used a convection-permitting model to examine changes in intense hourly precipitation in the 

central United States, finding an increase in the most intense events and a decrease in lighter 

events. The dynamical-downscaling results have thus far supported the basic findings of the 

environmental-proxy studies, particularly in terms of the seasons and geographical regions 

projected to experience the largest increases in severe thunderstorm occurrence. 

Based on these studies, we conclude it is likely that severe thunderstorms in the Coastal Plain 

will increase in frequency. 

3.3 Piedmont 

3.3.1 Average Temperature  

Trends in annual average temperatures in the Piedmont (Figure 3.18) are similar to statewide 

trends (see Figure 2.1). Temperatures were generally below the long-term average until about 

1920 and generally above average in the 1930s through the middle 1950s. Below average 

temperatures were the norm from the late 1950s through the 1970s. Temperatures have been 

increasing since the 1970s and have remained consistently above average since the 1990s. The 

most recent 4-year period (2015–2018) was well above average and is the warmest 4-year period 

on record, and 15 of the last 18 years have been above the long-term average of about 59˚F for 

the Piedmont region.  
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Figure 3.18. The bar graph shows the observed annual average temperature for the Piedmont 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 58.8°F for 1895–2018. Sources: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina. 

By the end of the century, the average temperature is projected to increase by 2°–6°F under the 

lower scenario (RCP4.5) and by 6°–10°F under the higher scenario (RCP8.5; Figure 3.19), 

compared to the average temperature for 1996–2015. Figure 3.19 also shows the observed 

average temperature value for the period 1970–2013. Here, the Livneh observational dataset is 

used (see Appendix A for a description of datasets).  

The observed temperatures have tended to be on the lower end of the range of historical model 

simulations (not shown), similar to the statewide average temperature (Frankson et al. 2017, 

2019 update). This suggests that the lower end of the projected values is a more likely outcome 

for the future. However, since the causes of the lesser warming observed in the Southeast are not 

yet fully understood and recent years have exhibited substantial warming, the higher end of the 

projected values should not be discounted as a possibility. 
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Figure 3.19. These time series show the simulated historical and projected annual average 

temperature for the Piedmont region of North Carolina from the LOCA data and the observed 

climatological value averaged for the period 1970–2013 (black line). Historical simulations (gray 

shading) are shown for 1970–2005. Projected changes for 2006–2100 are shown for a higher 

scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded ranges 

indicate the 10% to 90% confidence intervals of 20-year running averages from the set of 

climate models. Sources: NCICS and The University of Edinburgh. 

3.3.2 Hot Days and Warm Nights 

The Piedmont region has not experienced an overall increase in the number of very hot days 

(maximum temperature of 95°F or higher; Figure 3.20), though there has been an increase in the 

number of very warm nights (minimum temperature of 75°F or higher; Figure 3.21) in recent 

years. 

On average, the Piedmont region sees about 13 days per year at or above 95°F. Changes in the 

annual number of very hot days have not followed the same pattern as annual average 

temperatures (Figure 3.18). As in the Coastal Plain, there were more occurrences earlier in the 

first half of the 20th century, and the highest average of 25 days per year occurred in the 1930–

1934 period. The higher frequencies of such days during the 1930s through the 1950s correspond 

to periods of exceptionally dry weather. 
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Figure 3.20. The bar graph shows the observed annual number of very hot days (maximum 

temperature of 95°F or higher) for the Piedmont region of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 13 very hot days 

per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

Very warm nights are less common in the Piedmont than in the Coastal Plain, with about 2 per 

year on average. The changes in warm nighttime temperatures over time are similar to those for 

annual average temperatures (Figure 3.18), including an increase over the most recent 14 years. 

The average annual number of days during the very first period (1900–1904) was well above the 

long-term average. Since 2005, the average number of very warm nights has been above the 

long-term average, and this period includes the highest year on record (2010), with 9 very warm 

nights. 
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Figure 3.21. The bar graph shows the observed annual number of very warm nights (minimum 

temperature of 75°F or higher) for the Piedmont region of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 1.6 very warm 

nights per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of 

North Carolina. 

Climate models project a substantial increase in the number of these very hot days and very 

warm nights by mid- to late century under both scenarios. By the end of the century, the number 

of very hot days is projected to increase by 9–52 under the lower scenario and 40–99 under the 

higher scenario, compared to the 1996–2015 average. The number of very warm nights is 

projected to increase by 7–34 under the lower scenario and 36–79 under the higher scenario 

(Figure 3.22).  

The projections for increases in the number of very warm nights (Figure 3.22) are consistent with 

recent observations (Figure 3.21). Because of this consistency, it is very likely that the model-

projected increases in the number of very warm nights will occur. However, the projected 

increase in the number of very hot days (Figure 3.22) is not consistent with the lack of an 
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observed trend (Figure 3.20). Since the causes of the lack of an increase in the number of very 

hot days are not yet fully understood, our level of confidence in the projections is lessened. 

However, summers have become warmer, and that warming is projected to continue. Thus, it is 

likely that the number of very hot days will eventually increase. 

 

Figure 3.22. These time series show the simulated historical and projected number of days per 

year on which (a) the maximum temperature is 95°F or higher and (b) the minimum 

temperature is 75°F or higher for the Piedmont region of North Carolina from the LOCA data 

and the observed climatological values averaged for the period 1970–2013 (black line). 

Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–

2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green 

shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running 

averages from the set of climate models. Sources: NCICS and The University of Edinburgh. 
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3.3.3 Cold Days 

Occurrences of cold days (maximum temperature of 32˚F or lower) are relatively infrequent, 

with just over 2 days per year on average (Figure 3.23). There is no overall trend, but the number 

has been above the long-term average since 2014. The highest annual value of about 10 days 

occurred in 1917. The relatively high values in recent years were caused in part by occurrences 

of a winter weather pattern popularly known as the polar vortex—an area of upper-level low 

pressure that is nearly always present over the North and South Poles. Occasionally, the arctic 

vortex is displaced southward over eastern North America and becomes nearly stationary, 

bringing unusually cold weather to the eastern United States. While the sporadic southward 

displacement of the vortex is a natural feature of the winter climate, some recent years have 

featured unusually persistent patterns, resulting in episodes of extended cold and stormy weather 

in the eastern United States, notably in the winters of 2009–10, 2010–11, 2013–14, and 2014–15. 

A number of research studies have found empirical evidence of a link between cold winters and 

the fact that the Arctic is warming more rapidly than lower latitudes (a phenomenon referred to 

as arctic amplification). The current scientific consensus is that observed winter temperature 

trends, including the lack of recent warming in the eastern United States, cannot be explained 

without including the potential effects of Arctic warming (Cohen et al. 2020). 
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Figure 3.23. The bar graph shows the observed annual number of cold days (maximum 

temperature of 32°F or lower) for the Piedmont region of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 2.4 cold days per 

year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

By the end of the century, climate models project that the annual number of cold days will be at 

or close to zero under both scenarios. There has not been a strong trend in the number of cold 

nights (minimum temperature of 32°F or lower) in recent years. However, by the end of the 

century, the number of cold nights is projected to decrease by 11–29 under the lower scenario 

and 25–46 under the higher scenario (Figure 3.24).  

The projected decrease in cold days (Figure 3.24) is not consistent with the lack of an observed 

trend (Figure 3.23). As noted above, one reason for the lack of an observed trend is the recent 

occurrences of an unusually persistent southward-displaced polar vortex over eastern North 

America. However, there is no scientific consensus that continued polar warming will lead to an 

increase in polar vortex occurrences over eastern North America (Cohen et al. 2020). Thus, it is 

likely that the number of cold days and cold nights will eventually decrease. 
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Figure 3.24. These time series show the simulated historical and projected number of days per 

year on which the (a) maximum temperature and (b) minimum temperature are 32°F or lower 

for the Piedmont region of North Carolina from the LOCA data and the observed climatological 

values averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are 

shown for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario 

(RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate 

the 10% to 90% confidence intervals of 20-year running averages from the set of climate 

models. Sources: NCICS and The University of Edinburgh. 
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3.3.4 Annual Hottest / Coldest Temperatures 

Since 1970, there has been no strong trend in the annual hottest temperatures averaged over the 

Piedmont region, but there has been an increase in the annual coldest temperatures. By the end of 

the century, the annual hottest temperature is projected to increase by 2°–9°F under the lower 

scenario and 4°–15°F under the higher scenario, compared to the 1996–2015 average. The 

annual coldest temperature is projected to increase by 1°–8°F under the lower scenario and 6°–

11°F under the higher scenario (Figure 3.25).  

The projections for increases in annual coldest temperature are consistent with recent 

observations. Because of this consistency, it is very likely that the model-projected increases in 

annual coldest temperature will occur. However, the projected increase in annual hottest 

temperature is not consistent with the lack of an observed trend. Since the causes of the lack of 

an increase in annual hottest temperature are not yet fully understood, our level of confidence in 

the projections is lessened. However, summers have become warmer, and that warming is 

projected to continue. Thus, it is likely that the annual hottest temperature will eventually 

increase. 
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Figure 3.25. These time series show the simulated historical and projected (a) hottest maximum 

and (b) coldest minimum temperatures each year averaged over the Piedmont region of North 

Carolina from the LOCA data and the observed climatological values averaged for the period 

1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.3.5 Heating and Cooling Degree Days 

The term “heating degree days” (HDDs) refers to the number of degrees that a day’s average 

temperature is below 65°F, while “cooling degree days” (CDDs) refers to the number of degrees 

that the average temperature is above 65°F. These metrics are used to quantify the energy needed 
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to heat or cool buildings and houses. HDDs and CDDs in the Piedmont region have varied in 

concert with the region’s annual average temperature. As average temperature (Figure 3.18) 

increased in the first half of the 20th century, HDDs (Figure 3.26) decreased, reaching a relative 

minimum around mid-century, while CDDs (Figure 3.27) exhibited little overall trend. HDDs 

then increased to relatively higher values by the 1960s, as the region’s average temperature and 

CDDs reached their lowest values in decades. Coincident with an upward trend in annual 

average temperature, there has been a decreasing trend in HDDs since the 1980s, and all but two 

years have been below the long-term average since 2000. At the same time, there has been an 

increasing trend in CDDs, with the highest values on record occurring since 2010. 

Overall warming is projected to lead to decreases in HDDs and increases in CDDs in the 

Piedmont (Figure 3.28). This indicates a decrease in energy needed for heating and an increase in 

energy needed for cooling. By the end of the century, HDDs are projected to decrease by 400–

1,000 under the lower scenario and 900–1,600 under the higher scenario, compared to the 1996–

2015 average. CDDs are projected to increase by 300–1,200 under the lower scenario and 1,100–

2,200 under the higher scenario. These trends are projected to continue throughout the century. 

These projections are consistent with recent trends. For this reason, it is very likely that HDDs 

will decrease and CDDs will increase in the future. 
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Figure 3.26. The bar graph shows the observed annual heating degree days for the Piedmont 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 3,635 heating degree days per year for 1895–2018. There has 

been a decreasing trend in heating degree days since the 1980s, and all but two years have 

been below the long-term average since 2000. Sources: NCICS, NOAA NCEI, and the State 

Climate Office of North Carolina. 
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Figure 3.27. The bar graph shows the observed annual cooling degree days for the Piedmont 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 1,395 cooling degree days per year for 1895–2018. There has 

been an increasing trend in cooling degree days since the 1990s, and the highest annual values 

on record have occurred since 2010. Sources: NCICS, NOAA NCEI, and the State Climate Office 

of North Carolina.  
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Figure 3.28. These time series show simulated historical and projected values for (a) annual 

heating degree days and (b) annual cooling degree days for the Piedmont region of North 

Carolina from the LOCA data and the observed climatological values averaged for the period 

1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.3.6 Annual Precipitation 

The Piedmont is the driest of the three regions in North Carolina, with a long-term average of 46 

inches of precipitation per year compared to 49 and 54 inches per year in the Coastal Plain and 

Mountains, respectively (Figure 3.29). Precipitation in the Mountains is enhanced by forced 

uplift of moist air masses, while precipitation along the Coast is enhanced by warm-season 

thunderstorms caused by the sea breeze. Neither of these mechanisms occurs in the Piedmont. 
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The 5-year period of 1965–1969 was the driest such period in the Piedmont. The driest years on 

record were 1925, 1933, and 2006, with about 32 inches in each of those years. The 1905–1909 

period was the wettest 5-year period on record, while 2018 was the wettest year on record, 

receiving 63 inches, 17 inches above average. Hurricane Florence contributed about 9 inches to 

the annual total for the Piedmont. 

 

Figure 3.29. The bar graph shows the observed annual total precipitation for the Piedmont 

region of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual. The horizontal black line shows 

the long-term average of 45.7 inches per year for 1895–2018. Sources: NCICS, NOAA NCEI, and 

the State Climate Office of North Carolina.  

By the end of the century, climate models project a wide range in potential outcomes, from drier 

to wetter conditions. While the average of the model projections shows small increases in annual 

total precipitation compared to the current climate (see Figure 2.16), the models range from 

decreases of 2 inches to increases of 5 inches under the lower scenario and decreases of 2 inches 

to increases of 9 inches under the higher scenario, compared to the 1996–2015 average (Figure 

3.30). Based on the greater number of models showing increases, it is likely that annual 

precipitation will increase. 
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Figure 3.30. These time series show the simulated historical and projected annual total 

precipitation for the Piedmont region of North Carolina from the LOCA data and the observed 

climatological value averaged for the period 1970–2013 (black line). Historical simulations (gray 

shading) are shown for 1970–2005. Projected changes for 2006–2100 are shown for a higher 

scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded ranges 

indicate the 10% to 90% confidence intervals of 20-year running averages from the set of 

climate models. Sources: NCICS and The University of Edinburgh. 

3.3.7 Heavy Precipitation 

Extreme precipitation is highly variable across the historical record, especially from year to year 

(Figure 3.31). Days with precipitation amounts of 3 inches or more are rare, with fewer than 1 

such day per year expected on average at any individual location. The most recent six years have 

all been near or above the long-term average, and 2018 had the third highest number of days with 

3 inches or more on record.  
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Figure 3.31. The bar graph shows the observed annual number of extreme precipitation events 

(days with precipitation of 3 inches or more) for the Piedmont region of North Carolina for 

1900–2018, as averaged over 5-year periods, with the last bar representing a 4-year period 

(2015–2018). Dots show annual values. The horizontal black line shows the long-term average 

of 0.6 extreme precipitation days per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina.  

By the end of the century, climate models project a large range of potential changes. This large 

range is mainly a result of the random nature of extreme rainfall. However, the models show an 

overall increase in the number of extreme precipitation days in the Piedmont region.  

By the end of the century, the annual number of days with precipitation of 3 inches or more will 

increase by up to 0.1 (115%) under the lower scenario and 0.3 (200%) under the higher scenario, 

compared to the 1996–2015 average (Figure 3.32). Note that the current value of 0.1 days per 

year from the Livneh dataset is lower than the station average of 0.6 days per year (Figure 3.31). 

The Livneh dataset consists of spatially averaged data, which have lower values of extreme 

rainfall.  
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Based on the virtual certainty that water vapor in the atmosphere will increase as global warming 

occurs, it is very likely that the risk of extreme precipitation will increase everywhere in the 

Piedmont. 

 

Figure 3.32. These time series show the simulated historical and projected annual number of 

days with precipitation of 3 inches or more for the Piedmont region of North Carolina from the 

LOCA data and the observed climatological value averaged for the period 1970–2013 (black 

line). Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 

2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; 

green shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year 

running averages from the set of climate models. Sources: NCICS and The University of 

Edinburgh. 

3.3.8 Drought 

Drought can be measured using the Palmer Drought Severity Index (PDSI), which uses 

temperature and precipitation data to calculate the severity of drought at a location by estimating 

the relative dryness. The values calculated for PDSI range from −10 (dry) to +10 (wet). This 

metric captures medium- to long-term drought in North Carolina and is a metric used by water 

managers and climate scientists to quantify and compare droughts across recorded history. 

Figure 3.33 shows the number of months with a PDSI value less than or equal to −2 (moderate, 

severe, or extreme drought). In the Piedmont, the periods of 1925–1929, 1985–1989, 2000–2004, 

and 2010–2014 experienced the most frequent drought, with an average of about 5 months per 

year with moderate or more severe drought conditions. The years 1926, 2010, and 2011 each 

experienced 10 or more months with drought conditions. 
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Figure 3.33. The bar graph shows the observed annual number of months in drought of 

moderate or worse severity (PDSI values less than or equal to −2) for the Piedmont region of 

North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar representing a 

4-year period (2015–2018). Dots show annual values. The horizontal black line shows the long-

term average of 2.2 drought months per year for 1895–2018. Sources: NCICS, NOAA NCEI, and 

the State Climate Office of North Carolina. 

Droughts are a natural part of the climate of North Carolina. Future droughts are projected to be 

warmer than historical events with a high level of confidence. The warmer conditions will lead to 

more rapid drying through increases in potential evapotranspiration. Thus, it is likely that future 

droughts in their multiple forms will be more frequent and severe in terms of soil moisture 

deficits and the impacts on rainfed agriculture and natural vegetation. 

3.3.9 Winter Storms 

Extratropical cyclones are large areas of low pressure in the middle and high latitudes that are 

primarily distinguished by fronts separating warm and cold air masses. They often cause various 

types of adverse weather conditions, such as strong winds and precipitation of various types, 

including snow and ice. Herein, we refer to these as “winter storms” because they are most 
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frequent and strong during the colder half of the year, although they occur in all seasons. This 

section discusses winter storms of all types, while the following two subsections discuss the 

specific instances of storms causing snow and ice. 

Winter storm tracks have shifted slightly northward (by about 0.4 degrees latitude) in recent 

decades over the Northern Hemisphere (Bender et al. 2012). More generally, winter storm 

activity is projected to change in complex ways under future climate scenarios, with increases in 

some regions and seasons and decreases in others.  

The Arctic is warming more quickly than lower latitudes (i.e., arctic amplification), due in part to 

sea ice loss. This reduces the lower-atmosphere temperature difference between the Arctic and 

the lower latitudes—this difference is an important energy source for winter storms. At the same 

time, the temperature difference higher up in the atmosphere is projected to increase due to a 

warming tropical upper troposphere and a cooling high-latitude lower stratosphere. While these 

two effects counteract each other with respect to a projected change in midlatitude storm tracks, 

the simulations indicate that the magnitude of arctic amplification may modulate some aspects 

(e.g., jet stream position, wave extent, and blocking frequency) of the circulation in the North 

Atlantic region in some seasons (Barnes and Polvani 2015). 

Regional studies of trends in winter storms are challenged to provide definitive results regarding 

changes in the frequency or intensity of storms, but regardless of these properties, it is very likely 

that winter storms of even similar intensity will produce heavier precipitation (e.g., Marciano et 

al. 2015, Michaelis et al. 2017).  

Based on the available evidence, our conclusion is that there is low confidence concerning future 

changes in the number of winter storms. 

3.3.9.1 Snowstorms and Snow Cover 

In the Piedmont of North Carolina, winter precipitation usually falls as rain because temperatures 

are above freezing near the surface. Thus, winter temperatures are a critical factor in both 

historical and future changes in snowfall. Central North Carolina winter temperatures have been 

above the long-term average in most winters since 1990. Analysis of snowfall at central North 

Carolina stations with long records found decreasing trends over the period of 1930–2007 at 

most stations (Kunkel et al. 2009).  

The Fourth National Climate Assessment projects large winter warming under both moderate 

and higher emissions scenarios. Consistent with the projected warming, a northward shift in the 

rain–snow transition zone in the central and eastern United States is projected under a higher 

emissions scenario. By the end of the 21st century, large areas that are currently snow dominated 

in the cold season are expected to be rain dominated (Krasting et al. 2013, Ning and Bradley 

2015). For the Piedmont of North Carolina, the frequency of snowfall is projected to decrease 

and become a rare occurrence. 

As noted earlier, a definitive understanding of the effects of arctic amplification on midlatitude 

winter weather remains elusive (Cohen et al. 2020), and this adds some uncertainty to future 
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projections of winter climate in North Carolina. Current global climate models (CMIP5) do 

predict an increase in the frequency of winter storms over the eastern United States, including the 

most intense storms, under the higher emissions scenario (Colle et al. 2013). However, there are 

large model-to-model differences in the realism of historical simulations and in the projected 

changes. Even if there were increases in the frequency or intensity of winter storms, the effects 

of warmer winters would nevertheless lead to decreases in average annual snowfall.  

Another consequence of warming, however, is an expected increase in precipitation intensity. 

Thus, for events where air is sufficiently cold for precipitation to fall as snow, heavier totals 

could occur in the coming decades, before more extensive warming leads to only rare snowfall 

(O’Gorman 2014). However, an increase in heavy snow with warming only occurs with average 

temperatures colder than what occurs anywhere in North Carolina, including the mountains. 

Based on the projected increase in temperature, it is very likely that total snowfall will decrease. 

It is likely that the number of heavy snowstorms will decrease. 

3.3.9.2 Ice Storms 

Ice storms occur within winter storms, the same as for snowstorms. However, icing requires a 

specific combination of weather conditions, most importantly precipitating conditions with a 

below-freezing layer near the surface and an above-freezing layer above the low-level freezing 

layer. In this situation, snow falling from high levels melts as it falls through the above-freezing 

layer; it then becomes super-cooled liquid drops while falling through the near-surface freezing 

layer and freezes on contact with cold surface objects. 

The accurate simulation of this weather feature by climate models is challenging because the 

vertical extent of the below-freezing and above-freezing layers is often quite small and thus non-

resolvable by the current generation of climate models. Also, the horizontal resolution in models 

is insufficient to capture the fine spatial detail of ice-producing conditions. As a result, research 

on future changes in ice storm frequency and intensity is limited, and the recent Fourth National 

Climate Assessment did not make any statements on this weather phenomenon.  

In the Piedmont of North Carolina, the presence of the Appalachian Mountains to the west can 

result in a phenomenon known as cold-air damming, in which a shallow layer of cold air moves 

southward across the Carolinas. This setup can be accompanied by freezing rain or ice pellets. 

However, there is no reason why cold-air damming would be expected to change in a warmer 

climate, other than that the temperature of the cold air masses could moderate.  

Freezing rain takes place when a layer of warm air moves over the shallow cold air near the 

surface, such as during cold-air damming. With warming, it may be easier for these warm layers 

to develop, and at least one study linked a North Carolina ice storm to warm offshore waters 

(Ramos da Silva et al. 2006). Thus, it is possible that warming could result in an increase of 

these warm layers, increasing freezing rain occurrence. 
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Taken together, the preceding discussion demonstrates that there is considerable uncertainty in 

projected changes in freezing rain in a warming climate. More research is needed. Our 

conclusion is that there is low confidence concerning future changes in the number of ice storms. 

3.3.10 Thunderstorms and Tornadoes 

Tornado and severe thunderstorm events cause significant loss of life and property: more than 

one-third of the $1 billion weather disasters in the United States during the past 25 years were 

due to such events, and, relative to other extreme weather, the damages from convective weather 

hazards have undergone the largest increase since 1980 (Smith and Katz 2013). A particular 

challenge in quantifying the existence and intensity of these events arises from the data source: 

rather than measurements, the occurrence of tornadoes and severe thunderstorms is determined 

by visual sightings by eyewitnesses (such as “storm spotters” and law enforcement officials) or 

post-storm damage assessments. The reporting has been susceptible to changes in population 

density, modifications to reporting procedures and training, the introduction of video and social 

media, and so on. These have led to systematic, non-meteorological biases in the long-term data 

record. 

Nonetheless, judicious use of the report database has revealed important information about 

tornado trends. Since the 1970s, the United States has experienced a decrease in the number of 

days per year on which tornadoes occur but an increase in the number of tornadoes that form on 

such days. One important implication is that the frequency of days with large numbers of 

tornadoes—tornado outbreaks—appears to be increasing (Figure 9.3 in Kossin et al. 2017). The 

length of the season over which such tornado activity occurs is increasing as well: although 

tornadoes in the United States are observed in all months of the year, an earlier calendar-day start 

to the season of high activity is emerging. In general, there is more interannual variability, or 

volatility, in tornado occurrence (Elsner et al. 2015, Tippett 2014). 

Evaluations of hail and thunderstorm wind reports have thus far been less revealing. Although 

there is evidence of an increase in the number of hail days per year, the inherent uncertainty in 

reported hail size reduces the confidence in such a conclusion. Thunderstorm wind reports have 

proven to be even less reliable because, as compared to tornadoes and hail, there is less tangible 

visual evidence; thus, although the United States has lately experienced several significant 

thunderstorm wind events (sometimes referred to as derechos), the lack of studies that explore 

long-term trends in wind events and the uncertainties in the historical data preclude any robust 

assessment. 

It is possible to bypass the use of reports by exploiting the fact that the temperature, humidity, 

and wind in the larger vicinity—or “environment”—of a developing thunderstorm ultimately 

control the intensity, structure, and hazardous tendency of the storm. Thus, the premise is that 

measures of temperature, humidity, and wind at various heights throughout the atmosphere can 

be used as a proxy for actual severe thunderstorm occurrence. In particular, a measure of the 

energy available for convection (known as convective available potential energy, or CAPE) and 
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vertical wind shear (a change in wind speed or direction with change in altitude) constitutes one 

widely used means of representing the frequency of severe thunderstorms. This environmental-

proxy approach avoids the biases and other issues with eyewitness storm reports and is readily 

evaluated using the relatively coarse global datasets and global climate models. It has the 

disadvantage of assuming that a thunderstorm will necessarily form and then realize its 

environmental potential. 

Global climate models consistently project an increase in the frequency of severe thunderstorm 

environments in the United States over the mid- to late 21st century. The most robust projected 

increases in frequency are over the U.S. Midwest and Southern Great Plains during spring 

(March–May). Based on the increased frequency of very high CAPE, increases in storm intensity 

are also projected over this same period (Del Genio et al. 2007). 

Key limitations of the environmental-proxy approach are being addressed through the 

applications of high-resolution dynamical downscaling, wherein sufficiently fine model grids are 

used so that individual thunderstorms are explicitly represented, rather than implicitly 

represented (as through environmental proxies). The individually modeled thunderstorms can 

then be quantified and assessed in terms of severity (e.g., Trapp et al. 2011). Prein et al. (2017) 

used a convection-permitting model to examine changes in intense hourly precipitation in the 

central United States, finding an increase in the most intense events and a decrease in lighter 

events. The dynamical-downscaling results have thus far supported the basic findings of the 

environmental-proxy studies, particularly in terms of the seasons and geographical regions 

projected to experience the largest increases in severe thunderstorm occurrence. 

Based on these studies, we conclude it is likely that severe thunderstorms in the Piedmont will 

increase in frequency. 

3.4 Western Mountains 

3.4.1 Average Temperature 

The Western Mountains region is the coolest of the three regions in North Carolina, with a long-

term annual average temperature of about 54˚F, compared to about 59˚F in the Piedmont and 

about 61°F in the Coastal Plain. Trends in annual average temperatures in the Mountains (Figure 

3.34) are similar to statewide trends (see Figure 2.1). Temperatures were generally below the 

long-term average through 1920 and mostly above average from the 1930s through the mid-

1950s. Below average temperatures were the norm from the 1960s through the 1980s. 

Temperatures have been increasing since then, and have remained consistently above average 

since the 1990s. The most recent 4-year period (2015–2018) was well above average and was the 

warmest on record, and 16 of the last 18 years have been above the long-term average.  
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Figure 3.34. The bar graph shows the observed annual average temperature for the Western 

Mountains of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 53.9°F for 1895–2018. Sources: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina. 

By the end of the century, the average temperature is projected to increase by 2°–6°F under the 

lower scenario (RCP4.5) and by 5°–10°F under the higher scenario (RCP8.5; Figure 3.35), 

compared to the average temperature for 1996–2015. Figure 3.35 also shows the observed 

average temperature value for the period 1970–2013. Here, the Livneh observational dataset is 

used (see Appendix A for a description of datasets).  

The observed temperatures have tended to be on the lower end of the range of historical model 

simulations (not shown), similar to the statewide average temperature (Frankson et al. 2017, 

2019 update). This suggests that the lower end of the projected values is a more likely outcome 

for the future. However, since the causes of the lesser warming observed in the Southeast are not 

yet fully understood and recent years have exhibited substantial warming, the higher end of the 

projected values should not be discounted as a possibility. 
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Figure 3.35. These time series show the simulated historical and projected annual average 

temperature for the Western Mountains of North Carolina from the LOCA data and the 

observed climatological value averaged for the period 1970–2013 (black line). Historical 

simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are 

shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). 

The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running averages 

from the set of climate models. Source: NCICS and The University of Edinburgh. 

3.4.2 Hot Days and Warm Nights 

The Western Mountains region has not experienced an overall increase in the frequency of hot 

days (maximum temperature of 90°F or higher; Figure 3.36), though there has been a recent 

increase in the number of warm nights (minimum temperature of 70°F or higher; Figure 3.37). 

Because the cooler Western Mountains region rarely sees days above 95°F or nights above 75°F, 

the analysis presented here is for “hot days” and “warm nights” (thresholds of 90°F and 70°F, 

respectively) rather than the “very hot days” and “very warm nights.”   

On average, the Western Mountains experience about 12 days per year at or above 90°F. 

Changes in the annual number of hot days have not followed the same pattern as the annual 

average temperatures in the Western Mountains (Figure 3.34); as in the Coastal Plain and 

Piedmont regions, there were more occurrences of hot days earlier in the historical record than in 

recent periods, and the highest average of 22 days per year occurred in the 1930–1934 period. 

The higher frequencies of such days during the 1930s through the 1950s correspond to periods of 

exceptionally dry weather. 
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Figure 3.36. The bar graph shows the observed annual number of hot days (maximum 

temperature of 90˚F or higher) for the Western Mountains of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 12 hot days per 

year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

Warm nights are rare in the Western Mountains, occurring on average about once per year. 

Changes in warm nighttime temperatures in the Western Mountains have been similar to the 

changes in annual average temperatures (Figure 3.34), with an increase in recent years. The 

2010–2014 period (with an annual average of more than 3 nights per year) and the year 2010 in 

particular (with an average of about 8 nights) experienced the highest number of warm nights.  
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Figure 3.37. The bar graph shows the observed annual number of warm nights (minimum 

temperature of 70°F or higher) for the Western Mountains of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 1.2 warm nights 

per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

Climate models project a substantial increase in the number of these hot days and warm nights 

by mid- to late century under both scenarios. By the end of the century, the number of hot days is 

projected to increase by 9–44 under the lower scenario and 31–91 under the higher scenario, 

compared to the 1996–2015 average. The number of warm nights is projected to increase by 7–

23 under the lower scenario and 27–58 under the higher scenario (Figure 3.38).  

The projections for increases in the number of warm nights (Figure 3.38) are consistent with 

recent observations (Figure 3.37). Because of this consistency, it is very likely that the model-

projected increases in the number of warm nights will occur. However, the projected increase in 

hot days (Figure 3.38) is not consistent with the lack of an observed trend (Figure 3.36). Since 
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the causes of the lack of an increase in the number of hot days are not yet fully understood, our 

level of confidence in the projections is lessened. However, summers have become warmer, and 

that warming is projected to continue. Thus, it is likely that the number of hot days will 

eventually increase. 

 

Figure 3.38. These time series show the simulated historical and projected number of days per 

year on which (a) the maximum temperature is 90°F or higher and (b) the minimum 

temperature is 70°F or higher for the Western Mountains of North Carolina from the LOCA data 

and the observed climatological values averaged for the period 1970–2013 (black line). 

Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–

2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green 

shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running 

averages from the set of climate models. Sources: NCICS and The University of Edinburgh. 
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3.4.3 Cold Days  

The Western Mountains experience a higher number of cold days (maximum temperature of 

32°F or lower) than the other two regions, with a long-term average of approximately 5 days per 

year (Figure 3.39). There is no trend in the number of days below freezing in this region; 

however, the period since 2010 has averaged about 8 days per year. The relatively high values in 

recent years were caused in part by occurrences of a winter weather pattern popularly known as 

the polar vortex—an area of upper-level low pressure that is nearly always present over the 

North and South Poles. Occasionally, the arctic vortex is displaced southward over eastern North 

America and becomes nearly stationary, bringing unusually cold weather to the eastern United 

States. While the sporadic southward displacement of the vortex is a natural feature of the winter 

climate, some recent years have featured unusually persistent patterns, resulting in episodes of 

extended cold and stormy weather in the eastern United States, notably in the winters of 2009–

10, 2010–11, 2013–14, and 2014–15. A number of research studies have found empirical 

evidence of a link between cold winters and the fact that the Arctic is warming more rapidly than 

lower latitudes (a phenomenon referred to as arctic amplification). The current scientific 

consensus is that observed winter temperature trends, including the lack of recent warming in the 

eastern United States, cannot be explained without including the potential effects of Arctic 

warming (Cohen et al. 2020). 
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Figure 3.39. The bar graph shows the observed annual number of cold days (maximum 

temperature of 32°F or lower) for the Western Mountains of North Carolina for 1900–2018, as 

averaged over 5-year periods, with the last bar representing a 4-year period (2015–2018). Dots 

show annual values. The horizontal black line shows the long-term average of 5.5 cold days per 

year for 1900–2018. Sources: NCICS, NOAA NCEI, and the State Climate Office of North 

Carolina. 

By the end of the century, the number of cold days is projected to decrease by 1–4 under the 

lower scenario and 3–5 under the higher scenario, compared to the 1996–2015 average. There 

has not been a strong trend in the number of cold nights (minimum temperature of 32°F or 

lower) in recent years. However, by the end of the century, the number of cold nights is projected 

to decrease by 8–31 under the lower scenario and 25–50 under the higher scenario.  

Despite large year-to-year variability, the number of very cold nights (minimum temperature of 

0°F or lower) has decreased in recent years, occurring on average less than once per year since 

1997. Under the higher scenario, nights below 0°F are projected to be very rare or nonexistent by 

the end of the century (Figure 3.40). 
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The projected decrease in the number of cold days (Figure 3.40) is not consistent with the lack of 

an observed trend (Figure 3.39). As noted above, one reason for the lack of an observed trend is 

the recent occurrences of an unusually persistent southward-displaced polar vortex over eastern 

North America. However, there is no scientific consensus that continued polar warming will lead 

to an increase in polar vortex occurrences over eastern North America (Cohen et al. 2020). Thus, 

it is likely that the number of cold days and cold nights will eventually decrease. 
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Figure 3.40. These time series show the simulated historical and projected number of days per 

year on which the (a) maximum temperature and (b) minimum temperature are 32°F or lower, 

and days on which (c) the minimum temperature is 0°F or lower for the Western Mountains of 
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North Carolina from the LOCA data and the observed climatological values averaged for the 

period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.4.4 Annual Hottest / Coldest Temperatures 

Since 1970, there has been no strong trend in the annual hottest temperatures averaged over the 

Western Mountains region, but there has been an increase in the annual coldest temperatures. By 

the end of the century, the annual hottest temperature is projected to increase by 2°–9°F under 

the lower scenario and 4°–15°F under the higher scenario, compared to the 1996–2015 average. 

The annual coldest temperature is projected to increase by 0°–8°F under the lower scenario and 

7°–12°F under the higher scenario (Figure 3.41). 

The projections for increases in annual coldest temperature are consistent with recent 

observations. Because of this consistency, it is very likely that the model-projected increases in 

annual coldest temperature will occur. However, the projected increase in annual hottest 

temperature is not consistent with the lack of an observed trend. Since the causes of the lack of 

an increase in annual hottest temperature are not yet fully understood, our level of confidence in 

the projections is lessened. However, summers have become warmer, and that warming is 

projected to continue. Thus, it is likely that the annual hottest temperature will eventually 

increase. 
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Figure 3.41. These time series show the simulated historical and projected (a) hottest maximum 

and (b) coldest minimum temperatures each year averaged over the Western Mountains of 

North Carolina from the LOCA data and the observed climatological values averaged for the 

period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.4.5 Heating and Cooling Degree Days 

The term “heating degree days” (HDDs) refers to the number of degrees that a day’s average 

temperature is below 65°F, while “cooling degree days” (CDDs) refers to the number of degrees 

that the average temperature is above 65°F. These metrics are used to quantify the energy needed 

to heat or cool buildings and houses. HDDs and CDDs in the Western Mountains have varied in 

concert with the region’s annual average temperature. As average temperature (Figure 3.34) 

increased in the first half of the 20th century, HDDs (Figure 3.42) decreased, reaching a relative 
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minimum around mid-century, while CDDs (Figure 3.43) exhibited little overall trend. HDDs 

then increased to relatively higher values by the 1960s, as the region’s average temperature and 

CDDs reached their lowest values in decades. Coincident with an upward trend in annual 

average temperature, there has been a decreasing trend in HDDs since the 1980s, and all but 

three years have been below the long-term average since 2000. At the same time, there has been 

an increasing trend in CDDs, with the highest values on record occurring since 2010. 

Overall warming is projected to lead to decreases in HDDs and increases in CDDs in the 

Western Mountains (Figure 3.44). This indicates a decrease in energy needed for heating and an 

increase in energy needed for cooling. By the end of the century, HDDs are projected to decrease 

by 400–1,200 under the lower scenario and 1,000–1,900 under the higher scenario, compared to 

the 1996–2015 average. CDDs are projected to increase by 200–900 under the lower scenario 

and 800–1,800 under the higher scenario. These trends are projected to continue throughout the 

century. These projections are consistent with recent trends. For this reason, it is very likely that 

HDDs will decrease and CDDs will increase in the future. 

 

Figure 3.42. The bar graph shows the observed annual heating degree days for the Western 

Mountains of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 4,670 heating degree days per year for 1895–2018. There has 
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been a decreasing trend in heating degree days since the 1980s, and all but three years have 

been below the long-term average since 2000. Sources: NCICS, NOAA NCEI, and the State 

Climate Office of North Carolina. 

 

Figure 3.43. The bar graph shows the observed annual cooling degree days for the Western 

Mountains of North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 675 cooling degree days per year for 1895–2018. There has 

been an increasing trend in cooling degree days since the 1990s, and the highest values on 

record have occurred since 2010. Sources: NCICS, NOAA NCEI, and the State Climate Office of 

North Carolina.  
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Figure 3.44. These time series show simulated historical and projected values for (a) annual 

heating degree days and (b) annual cooling degree days for the Western Mountains of North 

Carolina from the LOCA data and the observed climatological values averaged for the period 

1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Sources: NCICS and The 

University of Edinburgh. 

3.4.6 Annual Precipitation 

The Western Mountains of North Carolina tend to be the wettest of the three regions in the state, 

with a long-term average of about 54 inches of precipitation per year. Consistent with the other 

two regions, the 2015–2018 period was the wettest period on record for the Mountains (Figure 

3.45). The Mt. Mitchell National Weather Service Cooperative Observer Network site measured 

139.94 inches of precipitation in 2018, setting a new state record for the most precipitation at a 
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single North Carolina weather station in a year. The 1950–1954 and 1985–1989 periods were the 

driest intervals for the region, with averages of about 49 inches per year, while 1925 was the 

driest year, with about 35 inches.  

 

Figure 3.45. The bar graph shows the observed annual total precipitation for 1895–2018 for the 

Western Mountains of North Carolina, as averaged over 5-year periods, with the last bar 

representing a 4-year period (2015–2018). Dots show annual values. The horizontal black line 

shows the long-term average of 53.4 inches per year for 1895–2018. Sources: NCICS, NOAA 

NCEI, and the State Climate Office of North Carolina. 

By the end of the century, climate models project a wide range of potential outcomes, from drier 

to wetter conditions. While the average of the model projections shows small increases in annual 

total precipitation compared to the current climate (see Figure 2.16), the models range from 

decreases of 1 inch to increases of 6 inches under the lower scenario and decreases of 2 inches to 

increases of 10 inches under the higher scenario, compared to the 1996–2015 average (Figure 

3.46). Based on the greater number of models showing increases, it is likely that annual 

precipitation will increase. 
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Figure 3.46. These time series show the simulated historical and projected annual total 

precipitation for the Western Mountains of North Carolina from the LOCA data and the 

observed climatological value averaged for the period 1970–2013 (black line). Historical 

simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are 

shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). 

The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running averages 

from the set of climate models. Sources: NCICS and The University of Edinburgh. 

3.4.7 Heavy Precipitation 

Extreme precipitation is highly variable across the historical record, especially from year to year 

(Figure 3.47). Days with precipitation of 3 inches or more occur about 1 day per year on average 

in the Western Mountains. There is no observable trend in the historical record for extreme 

precipitation, but 3 years since 2010 ranked in the top 10.  
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Figure 3.47. The bar graph shows the observed annual number of extreme precipitation events 

(days with precipitation of 3 inches or more) for the Western Mountains of North Carolina for 

1900–2018, as averaged over 5-year periods, with the last bar representing a 4-year period 

(2015–2018). Dots show annual values. The horizontal black line shows the long-term average 

of 0.9 extreme precipitation days per year for 1900–2018. Sources: NCICS, NOAA NCEI, and the 

State Climate Office of North Carolina.  

By the end of the century, climate models project a large range of potential changes. This large 

range is mainly a result of the random nature of extreme rainfall. However, the models show an 

overall increase in the number of extreme precipitation days in the Western Mountains region. 

By the end of the century, the annual number of days with precipitation of 3 inches or more is 

projected to increase by up to 0.3 (115%) under the lower scenario and by up to 0.6 (250%) 

under the higher scenario, compared to the 1996–2015 average (Figure 3.48). Note that the 

current value of 0.3 days per year from the Livneh dataset is lower than the station average of 0.9 

days per year (Figure 3.47). The Livneh dataset consists of spatially averaged data, which have 

lower values of extreme rainfall. 

Based on the virtual certainty that water vapor in the atmosphere will increase as global warming 

occurs, it is very likely that the risk of extreme precipitation will increase everywhere in the 

Mountains. 



Chapter 3: Regional Changes 

    159 

 

Figure 3.48. These time series show the simulated historical and projected annual number of 

days with precipitation of 3 inches or more for the Western Mountains of North Carolina from 

the LOCA data and the observed climatological value averaged for the period 1970–2013 (black 

line). Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 

2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; 

green shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year 

running averages from the set of climate models. Source: NCICS and The University of 

Edinburgh. 

3.4.8 Drought 

Drought can be measured using the Palmer Drought Severity Index (PDSI), which uses 

temperature and precipitation data to calculate the severity of drought at a location by estimating 

the relative dryness. The values calculated for PDSI range from −10 (dry) to +10 (wet). This 

metric captures medium- to long-term drought in North Carolina and is used by water managers 

and climate scientists to quantify and compare droughts across recorded history. Figure 3.49 

shows the number of months with a PDSI value less than or equal to −2 (moderate, severe, or 

extreme drought). In the Western Mountains, 1985–1989 was the period with the highest number 

of months in moderate or more severe drought, with an average of about 6 months per year. The 

period of 2000–2009 also experienced a high frequency of drought, with an average of 5 months 

per year. 
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Figure 3.49. The bar graph shows the observed annual number of months in drought of 

moderate or worse severity (PDSI values less than or equal to −2) for the Western Mountains of 

North Carolina for 1895–2018, as averaged over 5-year periods, with the last bar representing a 

4-year period (2015–2018). Dots show annual values. The horizontal black line shows the long-

term average of 2.2 drought months per year for 1895–2018. Sources: NCICS, NOAA NCEI, and 

the State Climate Office of North Carolina. 

Droughts are a natural part of the climate of North Carolina. Future droughts are projected to be 

warmer than historical events with a high level of confidence. The warmer conditions will lead to 

more rapid drying through increases in potential evapotranspiration. Thus, it is likely that future 

droughts in their multiple forms will be more frequent and severe in terms of soil moisture 

deficits and the impacts on rainfed agriculture and natural vegetation. 

3.4.9 Winter Storms 

Extratropical cyclones are large areas of low pressure in the middle and high latitudes that are 

primarily distinguished by fronts separating warm and cold air masses. They often cause various 

types of adverse weather conditions, such as strong winds and precipitation of various types, 
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including snow and ice. Herein, we refer to these as “winter storms” because they are most 

frequent and strong during the colder half of the year, although they occur in all seasons. This 

section discusses winter storms of all types, while the following two subsections discuss the 

specific instances of storms causing snow and ice. 

Winter storm tracks have shifted slightly northward (by about 0.4 degrees latitude) in recent 

decades over the Northern Hemisphere (Bender et al. 2012). More generally, winter storm 

activity is projected to change in complex ways under future climate scenarios, with increases in 

some regions and seasons and decreases in others. The Arctic is warming more quickly than 

lower latitudes (i.e., arctic amplification), due in part to sea ice loss. This reduces the lower-

atmosphere temperature difference between the Arctic and the lower latitudes—this difference is 

an important energy source for winter storms. At the same time, the temperature difference 

higher up in the atmosphere is projected to increase due to a warming tropical upper troposphere 

and a cooling high-latitude lower stratosphere.  

While these two effects counteract each other with respect to a projected change in midlatitude 

storm tracks, the simulations indicate that the magnitude of arctic amplification may modulate 

some aspects (e.g., jet stream position, wave extent, and blocking frequency) of the circulation in 

the North Atlantic region in some seasons (Barnes and Polvani 2015). 

Regional studies of trends in winter storms are challenged to provide definitive results regarding 

changes in the frequency or intensity of storms, but regardless of these properties, it is very likely 

that winter storms of even similar intensity will produce heavier precipitation (e.g., Marciano et 

al. 2015, Michaelis et al. 2017).  

Based on the available evidence, our conclusion is that there is low confidence concerning future 

changes in the number of winter storms. 

3.4.9.1 Snowstorms and Snow Cover 

In western North Carolina, winter precipitation often falls as snow at higher elevations but as 

rain at lower elevations, where temperatures are above freezing near the surface. The foothills 

and mountain regions have exhibited a long-term decline in winter temperatures from 1910–2017 

(Eck et al. 2019). A recent analysis of Western Mountains snowfall found non-significant trends 

over the period 1910–2017 (Eck et al. 2019). However, an examination of the last 50 years 

indicates decreasing trends at many stations, particularly those located in the southern portion of 

the Western Mountains. Snowfall and anomalously low temperatures are favored by large-scale 

modes of climate variability, particularly the simultaneous occurrence of El Niño and the 

negative phase of the North Atlantic Oscillation (Eck et al. 2019). 

The Fourth National Climate Assessment projects large winter warming under both moderate 

and higher emissions scenarios. Consistent with the projected warming, a northward shift in the 

rain–snow transition zone in the central and eastern United States is projected under a higher 

emissions scenario. By the end of the 21st century, large areas that are currently snow dominated 

in the cold season are expected to be rain dominated (Krasting et al. 2013, Ning and Bradley 
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2015). For western North Carolina, the frequency of snowfall is projected to decrease 

substantially, with snowfall increasingly confined to the higher elevations. 

As noted earlier, a definitive understanding of the effects of arctic amplification on midlatitude 

winter weather remains elusive. Cohen et al. 2020 suggest a linkage between such episodes and 

enhanced Arctic warming (referred to as arctic amplification), and this adds some uncertainty to 

future projections of winter climate in North Carolina. Current global climate models (CMIP5) 

do predict an increase in the frequency of winter storms over the eastern United States, including 

the most intense storms, under the higher emissions scenario (Colle et al. 2013). However, there 

are large model-to-model differences in the realism of historical simulations and in the projected 

changes. Even if there were increases in the frequency or intensity of winter storms, the effects 

of warmer winters would nevertheless lead to decreases in average annual snowfall.  

Another consequence of warming, however, is an expected increase in precipitation intensity. 

Thus, for events where air is sufficiently cold for precipitation to fall as snow, heavier totals 

could occur in the coming decades, before more extensive warming leads to only rare snowfall 

(O’Gorman 2014). However, an increase in heavy snow with warming only occurs with average 

temperatures colder than what occurs anywhere in North Carolina, including the mountains. 

The higher elevations of the North Carolina mountains and even valley locations in counties 

along the Tennessee border receive substantial snowfall each year during periods of low-level 

wind flow from the northwest (Keighton et al. 2009). These northwest flow snow (NWFS) 

events frequently are associated with moisture transport extending downwind from the Great 

Lakes and are therefore sensitive to ice cover on the lakes (Perry et al. 2007). Ice cover 

effectively shuts off evaporation from the surfaces of the Great Lakes, resulting in considerably 

less low-level moisture downwind of the lakes. Model simulations suggest that snowfall may 

increase downwind of the Great Lakes in the coming decades due to rising temperatures and 

decreasing seasonal ice cover (Gula and Peltier 2012). Therefore, it is possible that higher-

elevation locations along the Tennessee border may see an increase in NWFS, provided 

temperatures in the lower atmosphere remain sufficiently cold for snow formation. 

Although snow generally melts within a few days after a snowstorm in most parts of the state, it 

is not uncommon for snow to persist for weeks or longer in the higher elevations of the Western 

Mountains. In fact, at the highest elevations above 5,000 feet, snow may cover the ground nearly 

continuously some years from late fall through early spring, as was observed during the recent 

2009–10 and 2013–14 snow seasons (Martin et al. 2015). The amount of water stored in the 

snowpack—known as the snow water equivalent (SWE)—increases with snow depth. High 

values of SWE increase the flood threat during rapid melting, particularly when rain falls on 

snow-covered ground.  

Nearly all model simulations suggest that future snow cover duration and SWE will decrease in 

the middle latitudes as a result of warming and reductions in snowfall (Collins et al. 2013). 

Therefore, it is likely that snow cover lasting more than a few days will increasingly be limited to 

the highest elevations above 5,000 feet in the coming decades. 
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Based on the projected increase in temperature, it is very likely that total snowfall will decrease. 

It is likely that the number of heavy snowstorms will decrease. 

3.4.9.2 Ice Storms 

Ice storms occur within winter storms, the same as for snowstorms. However, icing requires a 

specific combination of weather conditions, most importantly precipitating conditions with a 

below-freezing layer near the surface and an above-freezing layer above the low-level freezing 

layer. In this situation, snow falling from high levels melts as it falls through the above-freezing 

layer; it then becomes super-cooled liquid drops while falling through the near-surface freezing 

layer and freezes on contact with cold surface objects. 

The accurate simulation of this weather feature by climate models is challenging because the 

vertical extent of the below-freezing and above-freezing layers is often quite small and thus non-

resolvable by the current generation of climate models. Also, the horizontal resolution in models 

is insufficient to capture the fine spatial detail of ice-producing conditions. As a result, research 

on future changes in ice storm frequency and intensity is limited, and the recent Fourth National 

Climate Assessment did not make any statements on this weather phenomenon.  

Freezing rain takes place when a layer of warm air moves over the shallow cold air near the 

surface, such as during cold-air damming. With warming, it may be easier for these warm layers 

to develop, and at least one study linked a North Carolina ice storm to warm offshore waters 

(Ramos da Silva et al. 2006). Thus, it is possible that warming could result in an increase of 

these warm layers, increasing freezing rain occurrence. 

Another important aspect of freezing rain is the soil and ground temperature. Sub-freezing soil 

temperatures will become less frequent in a warming climate. This factor would serve to 

decrease the frequency and severity of freezing rain in a warmer climate. 

Taken together, the preceding discussion demonstrates that there is considerable uncertainty in 

projected changes in freezing rain in a warming climate, and more research is needed. Given the 

evidence currently available, our conclusion is that there is low confidence concerning future 

changes in the number of ice storms. 

3.4.10 Thunderstorms and Tornadoes 

Tornado and severe thunderstorm events cause significant loss of life and property: more than 

one-third of the $1 billion weather disasters in the United States during the past 25 years were 

due to such events, and, relative to other extreme weather, the damages from convective weather 

hazards have undergone the largest increase since 1980 (Smith and Katz 2013).  

A particular challenge in quantifying the existence and intensity of these events arises from the 

data source: rather than measurements, the occurrence of tornadoes and severe thunderstorms is 

determined by visual sightings by eyewitnesses (such as “storm spotters” and law enforcement 

officials) or post-storm damage assessments. The reporting has been susceptible to changes in 

population density, modifications to reporting procedures and training, the introduction of video 
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and social media, and so on. These have led to systematic, non-meteorological biases in the long-

term data record. 

Nonetheless, judicious use of the report database has revealed important information about 

tornado trends. Since the 1970s, the United States has experienced a decrease in the number of 

days per year on which tornadoes occur but an increase in the number of tornadoes that form on 

such days. One important implication is that the frequency of days with large numbers of 

tornadoes—tornado outbreaks—appears to be increasing (Figure 9.3 in Kossin et al. 2017). The 

length of the season over which such tornado activity occurs is increasing as well: although 

tornadoes in the United States are observed in all months of the year, an earlier calendar-day start 

to the season of high activity is emerging. In general, there is more interannual variability, or 

volatility, in tornado occurrence (Elsner et al. 2015, Tippett, 2014). 

Evaluations of hail and (non-tornadic) thunderstorm wind reports have thus far been less 

revealing. Although there is evidence of an increase in the number of hail days per year, the 

inherent uncertainty in reported hail size reduces the confidence in such a conclusion. 

Thunderstorm wind reports have proven to be even less reliable because, as compared to 

tornadoes and hail, there is less tangible visual evidence; thus, although the United States has 

lately experienced several significant thunderstorm wind events (sometimes referred to as 

derechos), the lack of studies that explore long-term trends in wind events and the uncertainties 

in the historical data preclude any robust assessment. 

It is possible to bypass the use of reports by exploiting the fact that the temperature, humidity, 

and wind in the larger vicinity—or “environment”—of a developing thunderstorm ultimately 

control the intensity, structure, and hazardous tendency of the storm. Thus, the premise is that 

measures of temperature, humidity, and wind at various heights throughout the atmosphere can 

be used as a proxy for actual severe thunderstorm occurrence. In particular, a measure of the 

energy available for convection (known as convective available potential energy, or CAPE) and 

vertical wind shear (a change in wind speed or direction with change in altitude) constitutes one 

widely used means of representing the frequency of severe thunderstorms. This environmental-

proxy approach avoids the biases and other issues with eyewitness storm reports and is readily 

evaluated using the relatively coarse global datasets and global climate models. It has the 

disadvantage of assuming that a thunderstorm will necessarily form and then realize its 

environmental potential. 

Global climate models consistently project an increase in the frequency of severe thunderstorm 

environments in the United States over the mid- to late 21st century. The most robust projected 

increases in frequency are over the U.S. Midwest and Southern Great Plains, during spring 

(March–May). Based on the increased frequency of very high CAPE, increases in storm intensity 

are also projected over this same period (Del Genio et al. 2007). 

Key limitations of the environmental-proxy approach are being addressed through the 

applications of high-resolution dynamical downscaling, wherein sufficiently fine model grids are 

used so that individual thunderstorms are explicitly represented, rather than implicitly 
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represented (as through environmental proxies). The individually modeled thunderstorms can 

then be quantified and assessed in terms of severity (e.g., Trapp et al. 2011). Prein et al. (2017) 

used a convection-permitting model to examine changes in intense hourly precipitation in the 

central United States, finding an increase in the most intense events and a decrease in lighter 

events. The dynamical-downscaling results have thus far supported the basic findings of the 

environmental-proxy studies, particularly in terms of the seasons and geographical regions 

projected to experience the largest increases in severe thunderstorm occurrence. 

Based on these studies, we conclude it is likely that severe thunderstorms in the Western 

Mountains of North Carolina will increase in frequency. 
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4. Sea Level Rise and Coastal Water Levels 

4.1. Introduction 

North Carolina has many square miles of coastal land within a few feet of sea level, making it 

highly susceptible to inundation from the coastal ocean (Figure 4.1). At any given location and 

time, water level and, thus, inundation are determined by the area’s coastal structure, 

astronomical (tidal) and meteorological (wind, atmospheric pressure, and precipitation) effects, 

and oceanic phenomena, primarily the global average sea level. The interaction of climate 

change with all of these factors will ultimately control coastal water levels in the future, and 

moderate differences can be expected along North Carolina’s coast.  

Depending on the rate of greenhouse gas emissions, global average sea level is projected to 

increase by 1.3–2.4 feet (moderate emissions scenario) to 2.0–3.6 feet (higher emissions 

scenario) by 2100 (IPCC 2019). Under both scenarios, many areas along the North Carolina 

coast will be impacted by high tide flooding on a near daily basis by 2100. Studies of storm-

driven water levels show substantial changes in the future probability of these events as well. For 

example, under the higher emissions scenario, storm-driven water levels having a 1% chance of 

occurring each year in the beginning of the 21st century may have as much as a 30%–100% 

chance of occurring each year in the latter part of the century. A summary of the physical and 

geological processes contributing to water levels along the North Carolina coast follows. 

4.2. Coastal Structure 

North Carolina’s Coastal Plain is often described as having two primary provinces: a northern 

province (Figure 4.1, Zone 2) and a southern province (Figure 4.1, Zone 1). The northern and 

southern provinces are divided by the Cape Lookout High, or Neuse Arch (Figure 4.1, Zone 3), 

which functions as a transition between Zones 1 and 2 (Sohl and Owens 1991, Riggs et al. 1995, 

Riggs 2002).  
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Figure 4.1. The map shows elevation across coastal North Carolina, demonstrating significant 

differences between the northern (Zone 2) and southern (Zone 1) provinces. Delineation of 

Zones 1–4 is based on geologic variations of uplift (raising of land) and subsidence (sinking of 

land) across coastal North Carolina. Source: adapted from N.C. Coastal Resources Commission 

Science Panel, 2015. 

The distinct geology of each province produces quite different coastal zones. The southern 

province has common exposures of older rock units along the shoreline and steeper land slopes 

(an average of 3 feet/mile). This geologic framework produces about 18 short barrier islands 

with 18 established inlets and narrow back-barrier estuaries (Riggs 2002, Riggs et al. 1995, 

2011). The barrier islands are set back from the continental slope, yielding a relatively wide 

continental shelf. In contrast, the northern province is characterized by a gentle depositional 

topography with low land slopes (an average of 0.2 feet/mile), a broad coastal plain, and long, 

narrow islands that are located close to the continental slope and separated by only four 

established inlets (Riggs et al. 1995, 2011). Between the barrier islands and the mainland lies the 

very large, shallow, and semi-isolated Albemarle–Pamlico Estuarine System (Figure 4.1, Zone 

2). Together with smaller connected sounds and estuaries, this forms the second largest estuarine 

system in the United States based on surface area. 
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The northern province, much of which is already very near sea level (Figure 4.1; note gray and 

white colors indicating an elevation of 0–2 feet), continues to experience relative subsidence (or 

sinking) of about 4 inches per century (Engelhart et al. 2009, 2011; Kemp et al. 2009, 2011), 

while the southern province experiences a relative rate of uplift of about 1 inch per century (van 

de Plassche et al. 2014). Although not directly measured, the central province around Cape 

Lookout is generally assumed to have subsidence rates between those of the northern and 

southern provinces. 

4.3. Astronomical Tides 

Astronomical tides are due to interactions among the gravitational fields of Earth, the sun, and 

the moon. These interactions vary over time according to the relative position of the three 

celestial bodies (Pugh 1987). Along North Carolina’s outer coast, the associated rise and fall of 

the water level yields two high and low tides each day. The difference in water level between 

high and low tide is largely determined by the width of the adjacent continental shelf. The tidal 

range from Mean Lower Low Water (average height of the lowest tide) to Mean Higher High 

Water (average height of the highest tide) varies from 5.5 feet at Sunset Beach in the southeast to 

3.7 feet at Duck in the northeast (NOAA 2020). A significant tidal signal extends up the Cape 

Fear Estuary, having a range of 4.7 feet at Wilmington, whereas the small and limited number of 

inlets substantially damp the tides inside North Carolina’s northern sounds, yielding a tidal range 

of a few inches along the mainland shore (Luettich et al. 2002).  

Although less familiar, tidal ranges also vary over longer periods. For example, “king tides” 

informally refer to the highest astronomical tides of the year and occur when the moon is closest 

to Earth (North Carolina King Tides Project 2020). In addition, tides vary over semiannual, 

annual, 4.4-year, and 18.61-year cycles (Haigh et al. 2011, Ray and Merrifield 2019, Peng et al. 

2019). The strongest of the interannual tides along the North Carolina coast has a 4.4-year cycle 

and will cause high tides to vary by approximately 5% over this period (Haigh et al. 2011, Ray 

and Merrifield 2019). These long-period tides can contribute to extreme sea level and enhanced 

coastal flood risk when close to their apex (Eliot 2010).  

4.4. Storms, Storm Surge, and Extreme Precipitation 

Water level along the North Carolina coast is influenced by extratropical cyclones (midlatitude 

low pressure systems occurring most frequently during the cold season; see Chapter 2, Section 

2.5.1) as well as tropical cyclones (tropical storms and hurricanes). “Nor’easters” are 

extratropical cyclones that typically occur within 100 miles of the Mid-Atlantic coast, having 

strong, sustained winds that blow from the northeast. These storms occur primarily between 

October and April, are often accompanied by heavy precipitation, and cause significant coastal 

inundation and erosion due to the prolonged time of impact. Duck, NC, experiences an average 

of 14.5 extratropical events per year having associated surge exceeding 1 foot (Munroe and 

Curtis 2017). Although extratropical storms occur more frequently, tropical cyclones are 
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typically stronger, and a single event can cause loss of life and extensive damage to property. 

North Carolina’s coast experiences a hurricane an average of once every two to three years. 

Extratropical and tropical storms cause storm surge, which is primarily driven by onshore winds 

and secondarily by winds blowing parallel to the coast from the north or east (known as Ekman 

setup) and by the accompanying low atmospheric pressure. Storm surge can cause large changes 

in water level and extensive inundation in adjacent coastal areas. Along North Carolina’s open 

coast, storm surge is accompanied by strong wave action and is capable of causing major dune 

erosion, overtopping, and extensive damage to structures near the ocean front. Along the ocean 

front, seminal events include Hurricane Hazel (1956) and Hurricane Fran (1996), which 

generated storm tides (storm surge plus tide) of 18 feet and 12 feet, respectively. In the 

Albemarle and Pamlico Sounds and many of the lesser sounds, storm surge is enhanced by large 

overwater fetch lengths, shallow water depths, and a funneling effect as water moves to one end 

of the sound or up into the river-estuaries. Recent significant surge events along the sounds 

include surge exceeding 10 feet in New Bern, NC, during Hurricane Florence (2018) and 6 feet 

in Ocracoke, NC, during Hurricane Dorian (2019). Whereas the ocean front in most populated 

areas has a constructed dune line that provides protection from storm surge as long as it remains 

intact, the sounds have no similar protection, and inundation occurs as soon as the water level 

exceeds the low-lying adjacent topography. 

Extreme precipitation can also accompany tropical cyclones, as experienced in the past two 

decades in eastern North Carolina during Hurricanes Floyd (1999), Matthew (2016), and 

Florence (2018; Paerl et al. 2019). Precipitation from events of this magnitude can cause 

extensive flooding in the Coastal Plain. In many cases, storm surge and precipitation flooding at 

the coast occur over different timescales. Storm surge happens quickly and is closely 

synchronized with storm winds, while precipitation flooding occurs later, as precipitation on land 

traverses watersheds, streams, and rivers before reaching coastal areas. However, Hurricane 

Florence (2018) provided a counter example, as this slow-moving storm deposited more than 25 

inches of precipitation on the central and southeastern North Carolina coastal region, much of 

which was coincident with the wind-driven storm surge. 

4.5. Oceanic Processes 

Coastal water levels also respond to multiple oceanic processes. As temperatures increase, water 

levels increase through a process known as thermal expansion (i.e., as water warms, its volume 

increases and it physically occupies more space). This is seen most clearly in the annual heating 

and cooling cycle that results in elevated water levels in the late summer and fall, when the upper 

ocean heat content reaches a maximum. The increase in the average ocean temperature due to 

climate change is a major contributor to increasing average sea level (Section 4.6). Water level 

changes along the U.S. Atlantic Coast have been associated with changes in Gulf Stream strength 

(coastal water levels increase as the strength of the Gulf Stream decreases; Montgomery 1938, 

Iselin 1940, Blaha 1984, Park and Sweet 2015, Ezer et al. 2013) and position upon leaving the 
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coast at Cape Hatteras (Fuglister 1955, Ezer 2019). The Gulf Stream experiences natural 2- to 5-

year oscillations about Cape Hatteras that can create changes in coastal sea level that deviate 

substantially from longer-term trends (Kopp 2013, Ezer 2019). The Gulf Stream is an upper-

ocean component of a larger oceanic circulation known as the Atlantic meridional overturning 

circulation, which is believed to have weakened since at least the mid-20th century due to 

climate change (Caesar et al. 2018, Praetorius 2018) and is projected to continue to weaken in 

the 21st century (IPCC 2019). Weakening of the Gulf Stream could provide an additional 

oceanographic link between climate change and increasing average sea level along the North 

Carolina coast. 

Multiannual to multidecadal variability in extreme water levels along the U.S. Atlantic Coast has 

also been related to the state of several patterns of natural variability in sea level pressure and sea 

surface temperature: the El Niño–Southern Oscillation (Munroe and Curtis 2017, Sweet et al. 

2018), the Pacific North American pattern (Munroe and Curtis, 2017), the North Atlantic 

Oscillation (Talke et al. 2014, Munroe and Curtis 2017, Marcos and Woodworth 2017), and the 

Atlantic Multidecadal Oscillation (Park et al. 2010). In most cases, the relationships of these 

patterns to climate change remain unclear, and therefore their impact on future changes in water 

level is also unclear. However, as is the case with the long-period tides or variations in the Gulf 

Stream, the variability in extreme water level associated with these processes can have important 

consequences for flooding over multiyear periods and must be considered when assessing future 

coastal flood hazards (Wahl and Chambers 2015, 2016; Wdowinski et al. 2016).   

4.6. Relative Sea Level 

Relative sea level (RSL) is the elevation difference between the sea surface at a specific location 

and time and the Earth’s surface, and therefore changes in RSL are caused by changes to both the 

Earth’s surface and global sea level. The elevation of Earth’s surface changes due to ongoing 

geological processes (Section 4.2), as well as to adjustment due to changes in the ice mass. 

However, changes in RSL are typically within plus or minus 30% of the change in global 

average sea level (IPCC 2019). RSL is usually averaged over time to minimize the influence of 

tides, storm surge, and interannual oceanic processes (Kopp et al. 2015).   

Global average sea level changes due to increases in total ocean water mass due to melting of ice 

sheets and land-based glaciers, as well as thermal expansion (Section 4.5); over recent decades, 

global average sea level has risen approximately twice as much from increasing ocean water 

mass as from thermal expansion (Figure 4.2). Data on global average sea level over the last 

~2,500 years have been compiled from multiple techniques and sources, including proxy-based 

reconstructions via corals and wetlands, tide gauges across the world, and more recently by 

satellite altimetry. Estimates of global average sea level over the 2,400 years preceding the 20th 

century show a relatively constant value, with variations of ±3.5 inches (Kopp et al. 2016), 

whereas a consistent upward trend has occurred since about the beginning of the 20th century 

(Figure 4.3; Hayhoe et al. 2018). Using data from tide gauges and satellite altimetry, a recent 
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report expressed high confidence that the rate of change of global average sea level has 

increased from 0.06 inches/year over the period 1901–1990 to 0.08 inches/year over the period 

1970–2015, 0.13 inches/year over the period 1993–2015, and 0.14 inches/year over the period 

2005–2015, indicating a near tripling of the rate of rise in global average sea level during this 

period (IPCC 2019). 

 

Figure 4.2. The figure shows the relative contributions to changes in global average sea level 

from changes in ocean mass (from land ice and land water storage; blue line) and changes in 

ocean volume (or steric changes, due to thermal expansion; red line) since 1993. The combined 

effect of ocean mass and volume changes is shown by the green line overlying the observed (via 

satellite) global average sea level (black line). Minor differences between the two are due to 

differences in measurement methods. Source: adapted from Leuliette and Nerem 2016. 
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Figure 4.3. The figure shows change in global average sea level from −500 to 1900 CE from 

geological and tide gauge–based reconstruction (black line with blue error estimates; Kopp et 

al. 2016), from 1900 to 2010 from tide gauge–based reconstruction (black line with gray error 

estimates; Hay et al. 2015), and from 1992 to 2015 from satellite-based reconstruction 

(magenta line; updated from Nerem et al. 2010). Source: adapted from Sweet et al. 2017. 

Future projections of global average sea level are based on the response of climate models to 

plausible trajectories (or scenarios) of atmospheric concentrations of greenhouse gases, aerosols, 

and chemically active gases, as well as land-use changes. These scenarios are called 

representative concentration pathways, or RCPs. Three widely quoted RCPs are 1) RCP2.6, a 

scenario that assumes greenhouse gas emissions peak by 2020 and decline substantially 

thereafter; 2) RCP4.5, a scenario that assumes greenhouse gas emissions peak by 2040 and then 

decline; and 3) RCP8.5, a scenario that assumes greenhouse gas emissions continue to increase 

through the end of the 21st century.   

The most recent report from the U.S. Interagency Sea Level Rise Task Force presents a case for 

global average sea level rise reaching a rate as high as 1.7 inches/year and median global average 

sea levels ranging from 12 to 98 inches over year 2000 levels by the year 2100 (Table 4.1). The 

recent IPCC Special Report on the Ocean and Cryosphere in a Changing Climate (SROCC; 

IPCC 2019) projects likely global average sea level rise of 0.16–0.35 inches/year under RCP2.6 

to about 0.39–0.79 inches/year under RCP8.5, leading to global average sea levels of about 12–

43 inches above current levels by the year 2100 (Figure 4.4). 
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Table 4.1. The table shows the median projected increase in global average sea level (referenced to the year 

2000) for six scenarios defined by the U.S. Interagency Sea Level Rise Task Force (Sweet et al. 2017). 

Global Average Sea 

Level Scenario 

2010 

inches 

2050 

inches 

2100 

inches 

Low 1.2 6.3 12 

Intermediate-Low 1.6 9.4 20 

Intermediate 2.0 13 39 

Intermediate-High 2.0 17 59 

High 2.4 21 79 

Extreme 2.4 25 98 

 

 

Figure 4.4. The graphs show projected changes in global average sea level from two different 

studies (IPCC’s Fifth Assessment Report and Special Report on the Ocean and Cryosphere in a 

Changing Climate [SROCC]) and under three different scenarios (RCP2.6, RCP4.5, and RCP8.5). 

The shaded region should be considered as the likely range. Source: IPCC 2019. 

Long-term coastal water level gauges (or tide gauges) provide a means for determining trends in 

RSL. North Carolina has five gauges with sufficiently long records to provide stable estimates of 

trends in RSL (Table 4.2). These values suggest RSL is rising approximately twice as fast along 

the northeastern coast as the southeastern coast, consistent with the north-to-south trend in 

subsidence discussed in Section 4.2. Due to the increasing rate of global average sea level rise 

observed since 1900, the rate of RSL along the North Carolina coast is expected to have 

increased over this period as well.   
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Table 4.2. The table shows the trend in relative sea level determined from long-term water level records in 

North Carolina. (From https://tidesandcurrents.noaa.gov/sltrends/mslUSTrendsTable.html). See Figure 4.1 for 

locations. 

Location Relative Sea Level Trend 

(inches/year,  
95% confidence interval) 

Record Dates 

Duck 0.182 ± 0.0268 1978–2018 

Oregon Inlet 0.1846 ± 0.0457 1977–2018 

Beaufort 0.122 ± 0.0138 1953–2018 

Wilmington 0.094 ± 0.0138 1935–2018 

Southport 0.079 ± 0.0161 1933–2008 

 

4.7. Impacts of Climate Change on North Carolina Coastal Water Levels 

The impacts of climate change on coastal water levels will be manifest during both fair weather 

and severe weather conditions. 

During fair weather, the effect of RSL rise can be seen as increasing water levels associated with 

astronomical tides; at high tide, this has created what is commonly referred to as “sunny day” or 

“nuisance” flooding. This is already well recognized in areas such as Hampton Roads, VA, and 

Charleston, SC, where a significant population exists close to sea level. The National Oceanic 

and Atmospheric Administration (NOAA) has developed the term “high tide flooding” (HTF), 

defined as water levels of 1.6–2.1 feet above present Mean Higher High Water (Sweet et al. 

2018) and has begun both to track the occurrence of HTF and to predict its future likelihood at 

locations with known RSL trends along the U.S. coast (Sweet et al. 2019).  

Selecting Duck, Beaufort, and Wilmington as representative of the northeastern, central, and 

southeastern sections of the North Carolina coast, an assessment of HTF since 2000 and 

predictions of the occurrence frequencies of HTF until 2100 are presented in Figures Figure 4.5, 

Figure 4.6, and Figure 4.7, assuming global average sea level rise contributions between 

Intermediate-Low and Intermediate (Table 4.1). (These are roughly equivalent to the SROCC 

likely global average sea level rise projections under RCP4.5 and RCP8.5, respectively.)  

As discussed above and indicated in the top panels of these figures, projections of the rise in RSL 

decrease from north to south and translate into a similar decrease in the predicted number of HTF 

days from north to south. However, under this range of RSL rise, at all three locations, HTF 

could occur as often as one out of every two days during the decade from 2050 to 2060 and daily 

after about 2080. Under higher RSL rise rates, HTF becomes a daily occurrence at all locations 

with corresponding increases in water depths. 

  

https://tidesandcurrents.noaa.gov/sltrends/mslUSTrendsTable.html
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Figure 4.5. The top graph shows observed relative sea level (RSL) for 2000–2018 (black line) and 

projected RSL through 2100 (red shaded area) at Duck, NC, bounded by Intermediate-Low and 

Intermediate global average sea level rise scenarios (Table 4.1). These scenarios are roughly 

equivalent to the likely outcomes under RCP4.5 and RCP8.5 (IPCC 2019). The bottom graph 

shows the corresponding range in the number of high tide flood days considering only RSL rise 

and present astronomical tides. High tide flood days for Duck are defined as reaching water 

levels 1.8 feet above present Mean Higher High Water (Sweet et al. 2018). This figure courtesy 

of W. Sweet. 
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Figure 4.6. The top graph shows observed relative sea level (RSL) for 2000–2018 (black line) and 

projected RSL through 2100 (red shaded area) at Beaufort, NC, bounded by Intermediate-Low 

and Intermediate global average sea level rise scenarios (Table 4.1). These scenarios are roughly 

equivalent to the likely outcomes under RCP4.5 and RCP8.5 (IPCC 2019). The bottom graph 

shows the corresponding number of high tide flood days considering only RSL rise and present 

astronomical tides. High tide flood days for Beaufort are defined as reaching water levels 1.8 

feet above present Mean Higher High Water (Sweet et al. 2018). This figure courtesy of W. 

Sweet. 
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Figure 4.7. The top graph shows observed relative sea level (RSL) for 2000–2018 (black line) and 

projected RSL through 2100 (red shaded area) at Wilmington, NC, bounded by Intermediate-

Low and Intermediate global average sea level rise scenarios (Table 4.1). These scenarios are 

roughly equivalent to the likely outcomes under RCP4.5 and RCP8.5 (IPCC 2019). The bottom 

graph shows the corresponding number of high tide flood days considering only RSL rise and 

present astronomical tides. High tide flood days for Wilmington are defined as reaching water 

levels 1.8 feet above present Mean Higher High Water (Sweet et al. 2018). This figure courtesy 

of W. Sweet. 

Climate change will also affect coastal water levels associated with severe weather events. As 

was the case with HTF, rising RSL will increase the water level that results from storm surge 

associated with a given storm event. However, changes in storm characteristics as the climate 

warms—particularly projections of increasing storm intensity—offer a second means for 

increasing water level extremes associated with these storms (see Chapter 2, Section 2.5.3). 

Finally, the potential for increased precipitation (see Chapter 3, Section 3.2.7) provides another 

source of water in addition to storm surge.  

Using realistic scenarios for both RSL (projected increases of 0, 20 cm [0.7 feet], 40 cm [1.3 

feet], 60 cm [2.0 feet], 80 cm [2.6 ft], 100 cm [3.3 ft]) and future hurricane characteristics (see 

below), storm surge was computed for 2010 and for future conditions along the North Carolina 

coast (Blanton 2012, NCDPS 2014). The southeastern coast is subject to more intense storms 

than the northeastern coast and therefore experiences higher water levels for the same annual 
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probability of occurrence (Figure 4.8). Increases in water level for a given annual probability of 

occurrence correspond very closely to RSL rise along the open coast (Figure 4.8), although in 

estuarine areas, the response becomes more nonlinear when RSL exceeds 1.3 feet (NCDPS 2014, 

Batten et al. 2015). Water levels having a 0.3% and 1.5% probability of occurring each year in 

2010 would have a 10% probability of occurring following a 2.6-foot rise in RSL at Duck, NC, 

and Wrightsville Beach, NC, respectively. In addition, storm statistics were modified to represent 

reasonable mid-21st century and end-of-21st-century scenarios by imposing a 10% reduction in 

overall hurricane frequency and a 40% increase in the frequency of Category 4 and 5 hurricanes 

for the mid-century scenario and a 20% reduction in overall hurricane frequency and an 80% 

increase in the frequency of Category 4 and 5 hurricanes for the end-of-century scenario. Water 

levels in the northeast showed very little effect of changing the storm statistics, while in the 

southeast a slightly greater effect was observed (Error! Reference source not found.). 

    

Figure 4.8. Water level expected to occur at different annual probabilities of occurrence (%) for 

six different RSL scenarios (0, 20 cm [0.7 feet], 40 cm [1.3 feet], 60 cm [2.0 feet], 80 cm [2.6 

feet], 100 cm [3.3 feet]) at Duck (left) and Wrightsville Beach (right), NC. Source: adapted from 

Blanton 2012.   
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Figure 4.9. Water level expected to occur at different annual probabilities of occurrence (%) for 

five RSL scenarios (0, 20 cm [0.7 feet], 40 cm [1.3 feet], 60 cm [2.0 feet], 80 cm [2.6 feet], 100 

cm [3.3 feet]) at Duck (left) and Wrightsville Beach (right), and including two increases in storm 

strengths. The mid-21st-century-period was represented as a 10% reduction in total hurricane 

frequency and a 40% increase in the frequency of Category 4 and 5 events. The end-of-21st-

century period was represented as a 20% reduction in total hurricane frequency and an 80% 

increase in the frequency of Category 4 and 5 events. Source: adapted from Blanton 2012. 

A more recent study considered the effect of RSL on historical water levels observed along the 

North Carolina coast and found that under the higher scenario (RCP8.5) after 2050, water levels 

that currently have a 10% probability of occurring each year would have nearly a 100% 

probability of occurring each year in Wilmington. Furthermore, water levels that currently have a 

1% probability of occurring each year would have nearly a 60% probability of occurring each 

year from 2050 to 2100 (Kopp et al. 2015).  

A third study analyzed the effects of rising sea level and changing tropical cyclone 

characteristics on water levels in every coastal county along the Atlantic and Gulf of Mexico 

coasts under the RCP8.5 scenario (Marsooli et al. 2019). These authors found that the historical 

(1980–2005) 1% annual probability event along the North Carolina coast would have a 

corresponding probability of 30%–100% in the time period from 2070 to 2095. Further, it was 

concluded that the change in annual probability was dominated by sea level rise along the 

northeastern Atlantic Coast but shifted to being dominated by the changing storm characteristics 

as one moved south to the Gulf of Mexico. Along the North Carolina coast, sea level rise was 

approximately twice as important as the shift in storm characteristics in affecting changes in 

storm related water level (Figure 4.10). 
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Figure 4.10. Water level versus return period curves for the historical period of 1980–2005 

(black) and future period of 2070–2095 (blue: effects of changes in tropical cyclone [TC] 

characteristics only; red: compound effects of sea level rise and changing TC characteristics) 

along the northeastern, central, and southeastern North Carolina coast. Observations for the 

historical period are shown as black circles. Solid lines represent the best estimates of flood 

return periods. Shaded areas cover the very likely range estimates (i.e., 90% statistical 

confidence interval). Future projections are a weighted average over six climate models used in 

the calculations. Water levels are relative to Mean Higher High Water. Annual probability of 

occurrence (%) equals the reciprocal of the return period in years. Source: courtesy of R. 

Marsooli. 

Collectively, these findings make it clear that climate change is increasing both routine, sunny-

day, and extreme storm-related water levels and thereby exacerbating a range of flood hazards in 

coastal North Carolina. Unfortunately, the HTF analysis is currently limited to only a few North 

Carolina locations where long-term tide gauge data are available, and predictions of future storm 

surge hazards are also available at only limited locations and under limited assumptions. In 

particular, additional flood hazard studies are greatly needed for the chronically flood-prone 

areas surrounding the Albemarle and Pamlico Sounds. Accounting for likely changes to the 

structure of the North Carolina Outer Banks and the contribution of precipitation and runoff 

introduces additional levels of complexity to this hazard assessment beyond what has been 

attempted to date. 
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5. Compound Events 

5.1. Inland Flooding 

Long-term changes in inland flooding occur as a result of changes in climate conditions (e.g., 

precipitation changes), in water management practices (e.g., dams), or in land use and land cover 

(e.g., urbanization; Peterson et al. 2013). Additionally, because watersheds store moisture, they 

effectively have a memory, meaning that periods of extreme dryness or wetness cause soil 

moisture deficits or excesses that can persist for months or years. This can affect the likelihood 

and severity of flooding in that watershed over periods (e.g., years) longer than the periods of 

precipitation deficit or excess. When analyzing long-term changes in inland flooding, all these 

factors must be considered.  

Inland flooding in North Carolina encompasses a range of scales, from local urban flooding to 

medium-size river basins, and a range of topographies, from flat to mountainous. Most large-

scale flooding events in North Carolina result from tropical cyclones or extratropical cyclones 

(low pressure systems associated with the jet stream; NWS n.d.). Eastern North Carolina 

experienced three extreme flood-producing hurricanes in the last 20 years: Floyd (1999), 

Matthew (2016), and Florence (2018). One study found only a 2% probability of three such 

storms happening in that time frame and suggested that increases in atmospheric water vapor as a 

result of warming may have played a role (Paerl et al. 2019). 

Flooding due to tropical cyclones is not limited to the Coastal Plain. In 1916, 1940, and again in 

2004, the remnants of tropical cyclones caused extreme flooding in Western North Carolina, and 

in 1945 the Piedmont experienced severe flooding due to a tropical cyclone. However, not all 

major flooding events in North Carolina are caused by tropical cyclones. Winter storms, also 

known as extratropical cyclones, can also cause severe flooding. For example, in late April 2017, 

a slow-moving extratropical cyclone produced widespread flooding in central and eastern North 

Carolina. 

For the United States, the Climate Science Special Report stated with high confidence that the 

frequency and intensity of heavy precipitation events are projected to continue to increase over 

the 21st century (Key Finding 3 in Easterling et al. 2017). At the state level, increases in the 

frequency of heavy rainfall are projected, particularly for the higher scenario (RCP8.5; see 

Figure 2.18 and associated text). In addition, tropical cyclones are expected to produce heavier 

precipitation, and the strongest storms are projected to be even stronger in the future. Given the 

connection between extreme precipitation and flooding, and the complexities of other relevant 

factors, there is medium confidence that future increases in heavy rainfall will contribute to 

increases in flooding statewide.  
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5.2. Wildfires 

5.2.1. Introduction 

Wildfires are both beneficial and hazardous to the forests, ecosystems, and communities they 

affect across North Carolina. Fire sustains some forest types while acting as a threat to others. It 

helps maintain native biodiversity and ecosystem processes while simultaneously threatening 

human landscapes and interfering with forest management practices (Mitchell et al. 2014, 

Anderson and Palik 2011). In addition to their potential impacts on forest ecosystems and the 

built environment, wildfires are also of interest because they can adversely affect human health; 

wildfire smoke contains a number of harmful constituents, and winds can disperse the smoke 

over long distances (Naeher et al. 2007, Stefanidou et al. 2008, Holstius et al. 2012, Johnston et 

al. 2012, Johnston et al. 2011, Elliott et al. 2013, Henderson et al. 2011). 

North Carolina lies in the region of the country with the largest annual average number of 

wildfires in the continental United States and the largest area burned by prescribed fires (Noss 

2012, Melvin 2015). With more than half its land area covered by some of the most diverse and 

productive forests in the country, the state’s landscape is rife with potential fuel for wildfires 

(USDA Forest Service 2019, McNulty et al. 2013, Mitchell et al. 2014, Wear et al. 2007). The 

mountains of North Carolina encompass the highest elevations and largest range of elevations 

east of the Mississippi River, some of the wettest and driest locations in the Southeast, and the 

most diverse forests in North America (Clark et al. 2011).  

Climate change has already increased the frequency and severity of wildfires at global and 

national scales, and in the southeastern United States, the length of the fire season and the 

average land area burned by wildfire are projected to increase. When considered in combination 

with increasing development at the wildland–urban interface, an increased risk to property and 

human life is possible (Vose et al. 2018). 

5.2.2. Climate and Wildfire 

The likelihood of wildfire outbreaks is affected by several atmospheric variables, most 

importantly precipitation, temperature, atmospheric water vapor content, incoming solar energy, 

and wind (e.g., Kunkel 2001). Anomalously dry conditions (drought) can result in the drying of 

surface litter and in the dormancy or death of vegetation, increasing the combustibility of plant 

matter. Temperature is also critical because it affects the rate of drying of the surface. Higher 

temperatures cause more rapid drying of surface litter and faster depletion of soil moisture. Low 

atmospheric water vapor content leads to lower relative humidity and more rapid drying of the 

surface. Solar energy absorbed by plant matter will increase drying rates, and thus sunny days 

increase the likelihood of wildfires. In North Carolina, wind flow from the interior of the North 

American continent (i.e., from the north and west) is generally characterized by lower values of 

atmospheric water vapor content compared to wind flow from the Gulf of Mexico and the 

Atlantic Ocean (i.e., from the south and east). Strong winds increase the rate of surface drying, 

which can, in turn, increase the risk of wildfire.  
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In summary, dry surface vegetative matter means high wildfire potential. The conditions most 

conducive to drying of the surface are deficient precipitation over a period of weeks or months, 

high temperatures, low atmospheric water vapor content, sunny days, and high winds. In North 

Carolina, wildfire potential is at its highest in fall after vegetation has become dormant and in the 

spring before vegetation begins growing. 

When wildfire potential is high, other weather factors can influence the occurrence and spread of 

fires. Lightning from thunderstorms can trigger fires. High winds will enhance the spread of 

existing fires. Occasional episodes of high winds are a normal part of the North Carolina climate 

in the spring and late fall because of low pressure storms associated with the jet stream. When 

combined with other factors favorable for wildfires, major wildfires can occur, as happened in 

the 2016 Gatlinburg fire (see Box 5.1).  

5.2.3. Observed Changes in Wildfire 

In North Carolina, there has been a long-term upward trend in the number of wildfires but a 

downward trend in the acreage burned (Figure 5.1). These long-term changes involve numerous 

non-climatic factors, and a description of them is beyond the scope of this report. However, the 

year-to-year changes are influenced by climate factors. For example, the large amounts of 

acreage burned in 1985, 1986, 2008, 2011, and 2016 were coincident with droughts in parts of 

the state. 
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Figure 5.1. This figure shows year-to-year variations in the number of forest fires (blue line, left 

axis) and acreage burned (orange filled area, right axis) in North Carolina. Long-term trends 

reflect changes in many non-climatic factors, such as forest management; descriptions of these 

changes are beyond the scope of this report. Year-to-year fluctuations are often due to climate 

conditions. For example, high values of acreage burned in 1985, 1986, 2008, 2011, and 2016 

corresponded to severe drought conditions. Source: NCICS. 

5.2.4. Projected Changes in Wildfire 

Future changes in precipitation are uncertain in the Southeast. Regardless of changes in 

precipitation, increasing air temperatures will likely increase regional drying through increased 

forest water use via evapotranspiration, and this drying will likely increase wildfire occurrence in 

forests across the region (McNulty 2013). 

Recent modeling studies for a range of forests across the contiguous United States found that 

climate change will increase the frequency of conditions conducive to very large wildfires in all 

forested areas that were studied (Barbero et al. 2015). In North Carolina, the number of weeks 

with conditions conducive to very large fires is projected to increase more than 300% for the 

Coastal Plain by the mid-21st century under the higher scenario (RCP8.5). Increases of 50%–

100% are projected for the Western Mountains (Figure 5.2; Barbero et al. 2015).  

The Barbero et al. (2015) study does not consider potential mitigating societal factors. For 

example, as development continues on the margins of forests, forested areas are broken into 
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smaller units and interrupted by roads and other infrastructure. In addition, the increased 

exposure of life and property is a motivating factor to implement stronger fire control measures. 

This societal dimension is considered in Prestemon et al. (2016). Their model projects a 

relatively small increase in acreage burned by mid-century of 4% in North Carolina, where 

potential increases from climate change are largely offset by societal factors. However, this 

conclusion is based only on one study with large uncertainties. 

 

Figure 5.2. The map shows projected percentage increases in weeks with risk of very large fires 

(VLF; greater than 5,000 hectares) in the contiguous United States by mid-century (2041–2070) 

compared to the recent past (1971–2000) under a higher scenario (RCP8.5). Large increases of 

more than 300% are projected for coastal North Carolina, and increases of 50%–100% are 

projected for the Western Mountains. Gray indicates areas where a VLF model could not be 

constructed due to a lack of data. Source: Barbero et al. 2015, as adapted in USGCRP 2016. 

Used with permission from CSIRO Publishing. 

Box 5.1: 2016 Wildfire Season 

In the fall of 2016, wildfires in North Carolina burned 62,000 acres of land in the mountains 

alone and more than 77,000 total acres across the state (North Carolina Forest Service 2017). 

In terms of area burned, it was the worst fire season in North Carolina since the mid-1980s. 

Unusual climate conditions were responsible for an elevated fire risk. Fall precipitation in 
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western North Carolina was less than half of normal (Figure 5.3), and the season ranked as the 

second driest fall (September–November) on record (southern Mountains climate division, NCEI 

Climate at a Glance). Fall temperatures in western North Carolina averaged 4°F above 

average, making it the warmest fall on record (Figure 5.4). For the rest of the climate divisions in 

the state, fall 2016 temperatures ranked from the second warmest in the northern Piedmont to 

the tenth warmest in the southern Coastal Plain. The unprecedented combination of record 

high fall temperatures and near-record low fall precipitation led to drought conditions ranging 

from “extreme” to “exceptional” (the highest category used by the U.S. Drought Monitor) by 

the end of November 2016 (Figure 5.5) in the far western part of the state. 

 

Figure 5.3. The map shows precipitation for fall (September–November) 2016 as a 

percentage of normal conditions for the southeastern United States. The western half of 

North Carolina experienced well below average precipitation—less than 50% of normal in the 

far west. Eastern North Carolina was much wetter, largely due to torrential rain from 

Hurricane Matthew. Source: Midwestern Regional Climate Center. 
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Figure 5.4. The map shows the ranking (out of 124 seasons in the historical record over 1895–

2018) of average temperature for fall (September–November) 2016 by climate division for 

several states in the Southeast. The dark red color indicates a ranking of 124, or the warmest 

in the historical record. Fall 2016 was the warmest on record for western North Carolina and 

eastern Tennessee. Source: NCEI Climate at a Glance. 
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Figure 5.5. This figure shows U.S. Drought Monitor conditions for several states in the 

Southeast on November 29, 2016. The map shows the western half of North Carolina in a 

drought status. The far western part of the state was in exceptional drought, the most serious 

category. The U.S. Drought Monitor is jointly produced by the National Drought Mitigation 

Center (NDMC) at the University of Nebraska–Lincoln, the United States Department of 

Agriculture, and the National Oceanic and Atmospheric Administration. Map courtesy of 

NDMC. 
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In 2016, strong winds caused an existing fire to grow out of control in Gatlinburg, Tennessee, 

resulting in the deaths of 14 people, 130 sustained injuries, and damage to 1,684 structures. 

This area of eastern Tennessee, adjacent to the western North Carolina border, was also in 

exceptional drought status. The strong winds were not unusual for late November, and it was 

the combination of those winds and the exceptional drought conditions that provided the 

favorable wildfire conditions. This fire serves as an example of the significant potential for 

severe impacts from wildfires, particularly in heavily forested mountainous regions with 

limited access—environments common in the Western Mountains of North Carolina—when 

weather and climate conditions are favorable (Gabbert 2016). 

5.2.5. Prescribed Fire 

Prescribed fire, or “controlled burning,” refers to the intentional use of low-intensity fires in a 

controlled setting under a predetermined set of weather and fuel conditions that are affected by 

climate (Carter et al. 2018, Mitchell et al. 2014). The use of prescribed fire is a critical tool for 

maintaining the health of North Carolina’s forests and for reducing the risk and impact of 

wildfires by reducing the hazardous fuels (North Carolina Forest Service n.d.[a]). The frequency 

of large wildfires is influenced by a complex combination of natural and human factors. 

Temperature, soil moisture, relative humidity, wind speed, and vegetation (fuel density) are 

important aspects of the relationship between fire frequency and ecosystems. Forest management 

and fire suppression practices, such as prescribed burning, can also alter this relationship from 

what it was in the preindustrial era. Changes in these control parameters can interact with each 

other in complex ways with the potential for tipping points—in both fire frequency and in 

ecosystem properties—that may be reached as the climate warms (Wehner et al. 2017). 

By mid-century, annual average temperature in North Carolina is projected to increase by 2°–5°F 

and by 2°–10°F by the end of the century, depending on the scenario (see Figure 2.3). In all 

cases, warmer conditions will lead to more rapid drying, and it is likely that future droughts will 

be more severe (see Chapter 2, Section 2.3.2, Drought). Increases in severe drought may increase 

the occurrence of wildfire while also limiting the ability to use prescribed fires due to a reduction 

in the number of days that meet the requirements for conducting a controlled burn (Mitchell et al. 

2014). 

5.2.6. Wildland–Urban Interface 

The wildland–urban interface (WUI) describes areas where human development meets and 

intermingles with undeveloped land, forest, or vegetative fuels (NWCG n.d.). Communities and 

homes within WUI areas are at an increased risk of damage from wildfire. North Carolina has 

more acres at the wildland–urban interface than any other state in the country, and that acreage 

increases every year (North Carolina Forest Service, n.d.[b]). Between 1990 and 2010, the 

statewide WUI land area increased by more than 28% (USDA Forest Service n.d.[a]), and there 

was nearly a 62% increase in the number of houses in WUI zones over the same period (USDA 
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Forest Service n.d.[b]). As urban expansion continues and housing developments extend farther 

into previously undeveloped areas, the opportunity to use prescribed fire as a means of 

mitigating wildfire damage may be reduced. This could lead to an increase in the occurrence of 

wildfire and to other health and economic impacts (Prestemon et al. 2016).  

5.2.7. Summary 

Future increases in annual and seasonal average temperatures and associated increases in drying 

rates are very likely. Changes in other climate elements that affect wildfire likelihood are 

uncertain. In particular, there is substantial uncertainty about future changes in precipitation. 

Nevertheless, it is certain that severe droughts will occur in the future, as they are a natural part 

of the climate system. Future droughts are very likely to be warmer, increasing the drying rate of 

fuels and leading to higher wildfire likelihood. Thus, it is likely that conditions conducive to 

wildfire occurrence will increase in the future. 

5.3. Forest Ecosystem Changes 

In addition to the impacts from wildfires, forests in the North Carolina mountains may be 

affected in other ways by the changing climate. Increased potential evapotranspiration from 

higher air temperatures likely will lead to decreased forest water yield and increased low flows in 

streams and rivers during droughts. The environmental conditions in which high-elevation 

forests have developed may disappear in the future as a result of the projected future warming 

(McNulty et al. 2013). The Western Mountains encompass the highest elevations, and coolest 

climates, in the entire Southeast. The cool temperatures to which these forests have adapted may 

cease to exist in the southern Appalachians in the future, putting the viability of the high-

elevation ecosystems at risk.  

5.4. Urban Heat Island Effects 

The southeastern United States is rapidly changing, with a shift away from rural communities 

and a trend toward urbanization (Census Bureau 2017). In a rapidly urbanizing landscape, North 

Carolinians are vulnerable to another climate impact: the urban heat island (UHI) effect, which is 

the tendency for temperatures to be higher in cities and developed areas than in surrounding rural 

areas due to the absorption and emission of heat by buildings and other impervious surfaces 

(Maxwell et al. 2018).  

In a warming climate, the UHI effect is projected to be stronger and more significant due to 

changes in the structure, spatial extent, and population density of urban areas (Hibbard et al. 

2017), and in North Carolina, cities are already experiencing longer summer heat waves. For 

example, Raleigh is one of five U.S. cities (out of 50 large cities analyzed in a recent study) that 

are seeing increasing trends in all facets of heat waves: frequency, duration, intensity, and timing 

(Habeeb et al. 2015). These changes will disproportinately affect more vulnerable communities 

(e.g., lower income, communities of color, elderly populations), who are often located in urban 
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centers and may not have access to sufficient cooling (Carter et al. 2018). The UHI is a climate 

stress multiplier, and urban areas are prone to multiple impacts, including elevated emissions of 

air pollutants and greenhouse gases, compromised human health, and even water quality 

impairment (Yow 2007).   

5.5. Ozone and Particulate Matter 

Near-surface ozone and particulate matter are air pollutants that cause significant health impacts 

(Nolte et al. 2018). North Carolina is affected by both of these pollutants due to natural and 

human factors, both within the state and from out-of-state sources. Climate change could affect 

the levels of both air pollutants in the state; however, the effect on fine particulate matter 

(particles that are 2.5 micrometers or less in size, referred to as PM2.5) is currently too uncertain 

to draw firm conclusions about changes in health impacts (EPA 2017). Therefore, this section 

focuses on the projected climate change impacts on ozone levels. More information about 

climate change effects on PM2.5 can be found in the Fourth National Climate Assessment (Nolte 

et al. 2018) and the associated EPA report (EPA 2017).  

Ozone is a naturally occurring molecule in the atmosphere. In the stratosphere, it serves to 

protect us from harmful ultraviolet radiation, but ozone near the surface can cause severe health 

impacts (particularly respiratory issues) in humans. As a pollutant, ozone is formed from 

reactions involving emissions of oxides of nitrogen (NOx), volatile organic compounds (VOCs), 

heat, and sunlight. Since ozone levels are influenced by temperature and sunlight, a warming 

climate can cause increases in this pollutant if hot and sunny days become more frequent (Nolte 

et al. 2018). But ozone levels are also affected by wind speed, wind direction, precipitation, 

cloud cover, and the presence of other molecules in the atmosphere (such as methane). 

Furthermore, the most important determinant of future ozone levels will be the emission rates of 

precursor elements (mainly NOx and VOCs) that are emitted into the atmosphere.  

Nationally, ozone levels have decreased by 21% since 1990, while in North Carolina the five-

year average of measured ozone levels has declined by 23% since 1990 (EPA 2019). These 

reductions help to mitigate the “climate penalty” (Wu et al. 2008) of warming temperatures 

potentially causing higher ozone levels, particularly if additional reductions continue to occur 

(Rieder et al. 2018). Climate change is projected to cause an increase in summer ozone levels 

nationwide under both lower and higher emission scenarios, but there is significant regional 

variation.  

In North Carolina, ozone concentrations in the summer could decrease in the future even as 

temperatures increase if climate-driven meteorological changes result in wetter conditions and 

increased marine airflows (EPA 2017, Nolte 2018). There is high confidence that as 

temperatures increase, the amount of water vapor in the atmosphere will also increase, which 

could further reduce near-surface ozone concentrations (Fiore et al. 2015, Rieder et al. 2018). 

However, while there is high confidence that water vapor will increase, there is low confidence 
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as to whether summertime precipitation will increase or decrease across the state, which would 

influence the favorability of background environmental conditions driving ozone concentrations.  

In summary, harmful levels of near-surface ozone result from a combination of climate 

conditions and human-caused emissions of precursor compounds. Near-surface ozone 

concentrations tend to increase with temperature. However, changes in other climate conditions, 

such as increased precipitation, can counteract the temperature effect. Overall, it is uncertain 

what the net effect will be. Thus, it is as likely as not that future ozone concentrations will 

increase.  
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6. Engineering Design Standards 

6.1. Building Design 

Physical infrastructure (buildings, roads, utility systems, etc.) is generally constructed to last for 

several decades. Such infrastructure will experience the effects of global warming over its 

lifetime. Design of infrastructure incorporates the effects of climate. For example, the capacity of 

heating and air-conditioning equipment is based on the average and extreme temperature and 

humidity conditions at the location of the building. Specifically, percentile measures of the 

temperature and humidity climate called “design” values are calculated from observed weather 

data. Traditionally, the design calculation uses the historical climate of a location to determine 

the capacity. However, as the climate warms, these design considerations will change and the 

capacity may no longer be optimum for the new climate conditions. 

There have been no systematic quantitative studies of the impacts of warming and associated 

climate conditions on infrastructure design standards for North Carolina. The development of a 

set of design standards for North Carolina that incorporate potential effects of global warming is 

a large undertaking and beyond the scope of this report. However, the results of a recent study 

for Langley Air Force Base (Kunkel et al. 2017), located in Hampton, Virginia, are presented to 

provide qualitative insights into potential future changes for North Carolina, particularly for the 

eastern half of the state, where the general climate conditions are similar to those at Langley.  

Climate model simulations project large changes, relative to historical variability, in global 

temperature and atmospheric water vapor content. It is not surprising, then, that all of the 

temperature- and humidity-related design values increase substantially by 2065 under both 

higher (RCP8.5) and lower (RCP4.5) future scenarios. Temperature design values are thresholds 

that are exceeded only a small percentage of all hours and are expressed as percentiles of the 

ranked distribution of all temperature observations at a location. Percentiles commonly used by 

design professionals are 1.0% and 0.4%, which translate to an average of 87 hours and 35 hours, 

respectively, that the design temperature is exceeded in an average year. The design value 

percentage chosen for any given application reflects a tradeoff between the costs of building and 

the tolerance for uncomfortable conditions inside the building. Two types of temperature metrics 

are used in design: 1) the dry-bulb temperature, which is the actual air temperature, and 2) the 

wet-bulb temperature, which combines temperature and humidity and reflects the total load on 

air conditioning systems to both cool and dehumidify air. For Langley, the 0.4% dry-bulb 

temperature increases from 93–97F under the lower scenario and from 93–100F under the 

higher scenario (Figure 6.1). The 0.4% wet-bulb temperature increases from 80–83F under the 

lower scenario and from 80–84F under the higher scenario.  
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Figure 6.1. This figure shows historical (1976–2005) and projected (2065) values of the 0.4% 

dry-bulb (brown) and wet-bulb (green) design temperatures for Langley Air Force Base. Source: 

Kunkel et al. 2017.  

The energy required for cooling in an air conditioning system consists of two components. The 

first, referred to as the sensible component, is the cooling of dry air. The second, referred to as 

the latent component, is the energy used in dehumidification of the air. In humid climates such as 

North Carolina, the latent component of energy required for cooling is a substantial component 

of air conditioning load. The ventilation cooling load index (VCLI) is a metric representing these 

two components. VCLI values for Langley Air Force Base also increase significantly under the 

future scenarios (Figure 6.2), indicating a higher energy demand for cooling. The latent 

component increases from the current value of 4.6 to future values of 6.6 (under the lower 

scenario) and 7.9 (under the higher scenario). The sensible component increases from the current 

value of 1.0 to future values of 2.2 and 2.8, under the lower and higher scenarios, respectively. 
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Figure 6.2. This figure shows historical (1976–2005) and projected (2065) values of the 

ventilation cooling load index for Langley Air Force Base. Source: Kunkel et al. 2017. 

To summarize, both cold and hot design temperatures are projected to warm. In addition, all 

design metrics associated with absolute atmospheric water vapor content are projected to 

increase. This means that the peak energy demand associated with air conditioning is projected 

to increase while the peak energy demand for heating is projected to decrease. 

6.2. Extreme Precipitation 

Basic physics dictates that increases in greenhouse gas concentrations will gradually warm the 

ocean surface waters, as well as the land surface. The increase in ocean surface temperatures will 

cause an increase in near-surface absolute humidity over the oceans because the saturation value 

of absolute humidity is an exponential function of temperature, increasing about 3.5% per F. 

This increase is projected to have an important consequence: the amount of water vapor available 

to precipitation-producing weather systems will increase. An analysis of extreme precipitation 

events has shown that the magnitude of such events scales closely with the water vapor amount. 

Thus, it is very likely that rainfall design values will increase in the future as the globe warms. 

Runoff control infrastructure designed according to current design values will fail more 

frequently in the future, leading to increased frequency of flooding in those areas protected by 

that infrastructure. 

For North Carolina, projected increases in water vapor from climate models are in the range of 

10%–15% for the lower scenario and 15%–20% for the higher scenario by the middle of the 21st 

century (Figures S.1 and S.2 in Kunkel et al. 2013). These changes in water vapor suggest 

increases of 10%–20% in rainfall design values by the middle of the 21st century. 
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6.3. The Future 

Current design values are based on historical data and do not incorporate recent trends; thus, 

some standards may already be out of date. Several professional societies, however, are actively 

working on methods to incorporate climate change into national standards, and updated 

standards appropriate for use in a changing climate may be available in the near future. For 

example, the American Society of Civil Engineers (ASCE), and specifically the Committee on 

Adaptation to a Changing Climate (https://www.asce.org/climate-change/committee-on-

adaptation-to-a-changing-climate), is being proactive in its ongoing efforts to update design 

codes and standards (e.g., ASCE Manual of Practice 140). In addition, the Federal Highway 

Administration has published its own manual to deal with transportation-related flooding that 

already includes climate considerations (FHWA 2015). The American Society of Heating, 

Refrigerating and Air-Conditioning Engineers is preparing a climate change chapter for its 2020 

Handbook of Fundamentals. It is very likely that most design standards and codes will be 

updated to incorporate climate change, but they will need to be continuously updated in the 

future as we learn more. 

6.4. References 

FHWA, 2015: Climate Change Adaptation Guide for Transportation Systems Management, Operations, and 

Maintenance, FHWA-HOP-15-026. Department of Transportation, Federal Highway Administration, 

Washington, DC. https://ops.fhwa.dot.gov/publications/fhwahop15026/ 

Kunkel, K.E., T.R. Karl, D.R. Easterling, K. Redmond, J. Young, X. Yin, and P. Hennon, 2013: Probable maximum 

precipitation and climate change. Geophysical Research Letters, 40 (7), 1402–1408. 

http://dx.doi.org/10.1002/grl.50334 

Kunkel, K.E., S.M. Champion, L. Sun, and J. Rennie, 2017: Climate Model Data Support to the Assistant Secretary of 

Air Force (ASAF) Climate Projection Engineering Weather Data (EWD) Project. Final Report, Contract N61340-

14-C-6103 P00013. 53 pp.  

 

 

 

https://www.asce.org/climate-change/committee-on-adaptation-to-a-changing-climate
https://www.asce.org/climate-change/committee-on-adaptation-to-a-changing-climate
https://ops.fhwa.dot.gov/publications/fhwahop15026/
http://dx.doi.org/10.1002/grl.50334


Appendix A: Datasets and Scenarios 

    206 

Appendix A: Datasets and Scenarios 

A.1. Observational Datasets Used in Climate Studies 

Historical seasonal and annual temperature and precipitation conditions for North Carolina were 

analyzed using data from NOAA’s National Centers for Environmental Information (NCEI) 

Climate Divisional Dataset (nClimDiv), version 2. This dataset is of monthly time resolution and 

has incorporated several modern techniques to correct for non-climatic shifts in the raw data 

resulting from changes in location and instrumentation of observation stations as well as other 

changes in observation methodologies. It is now the standard dataset used by NCEI to assess the 

state of the climate in the continental United States.  

Graphics illustrating daily extreme metrics of temperature and precipitation were based on 

NOAA NCEI’s Global Historical Climatology Network-Daily (GHCN-D), version 3. This 

dataset is a comprehensive compilation of available data from climate observing stations. It 

includes the complete records of digital data from stations in the U.S. Cooperative Observer 

Program (COOP), which is the core climate network of the United States. Some stations in the 

COOP have observations extending back to the late 19th century. The core observations of 

COOP stations include daily precipitation, daily maximum temperature, daily minimum 

temperature, daily snowfall, and daily snow depth. The stations are sited with the intent to 

provide a representative sampling of all areas of the state. The great value of this network is its 

longevity and spatial sampling. For this reason, it is the best observational resource to establish 

long-term variations and trends in the surface climate of North Carolina. 

Hurricane statistics (Figure 2.28) were derived from the International Best Track Archive for 

Climate Stewardship (IBTrACS; Knapp et al. 2010). This dataset has global coverage and 

extends back to the 19th century. Wet-bulb data (Figure 2.27) were obtained from 

meteorological reanalysis data, specifically the Modern-Era Retrospective analysis for Research 

and Applications, Version 2 (MERRA-2; Gelaro et al. 2017). A reanalysis dataset is an 

assimilation of meteorological observations that produces an estimate of the 4-dimensional state 

of the atmosphere. The MERRA-2 reanalysis has global coverage and extends back to 1980.  

A.2. Projections and Scenarios 

Projections of future climate are based on analyses of data from the Coupled Model 

Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012). Specifically, CMIP5 data were 

used as the foundation for a new statistically downscaled dataset derived from the CMIP5 

simulations, named the Localized Constructed Analogs (LOCA; Pierce et al. 2014). The LOCA 

data include 32 CMIP5 models covering the period 1950–2100, including the historical period of 

1950–2005, and a high emissions scenario and a low emissions scenario for 2006–2100. The 

LOCA data include maximum temperature, minimum temperature, and precipitation at a daily 

resolution and at 1/16th degree spatial resolution. 
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The projected time series figures also include observed climatological values, but these values 

are derived from the Livneh dataset (Livneh et al. 2013) rather than nClimDiv (Vose et al. 2014) 

or GHCN-D (Menne et al. 2012). The LOCA projections use the Livneh data as the basis for the 

statistical downscaling, so the Livneh observational data provide a more consistent basis for 

comparing projections to observations. The Livneh dataset ends in 2013, so these average values 

do not include observed values for the most recent years. 

Projections from computer models in this report are based on a set of hypothetical future 

scenarios called Representative Concentration Pathways, or RCPs. There are four RCPs, and 

they encompass a range of potential greenhouse gas concentrations based on emissions of 

greenhouse gases and aerosols as well as the effects of land-use change (e.g., see Jay et al. 2018). 

Most of the projections referenced in this report are based on two of the RCPs: a higher scenario 

(RCP8.5), in which greenhouse gas emissions continue to increase through the end of the 

century, and a lower scenario (RCP4.5), in which emissions increase at a slower rate, peak 

around the middle of the century, and then begin to decrease (Figure A.1). The RCP4.5 scenario 

assumes the adoption of climate policies aimed at reducing emissions and total temperature 

change. The numbers 8.5 and 4.5 indicate the resulting radiative forcing (see Chapter 1) in watts 

per square meter as of 2100.  

 

Figure A.1. The left panel shows observed and projected global carbon emissions. The black line 

shows observed carbon emissions (1900–2016) resulting from human activities. Under the 

higher scenario used in this report (RCP8.5, burnt orange line), emissions continue to increase 

through the end of the century. Under the lower scenario used in this report (RCP4.5, blue line), 

emissions increase at a slower rate, peak around mid-century, and then decline in response to 

climate change mitigation policies. Also shown is an even lower scenario (RCP2.6, green line), 

which assumes rapid emissions reductions and eventually net negative emissions. The right 

panel shows observed temperatures and the projected future temperature changes associated 
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with the three RCP scenarios shown in the left panel. Temperature changes are shown relative 

to the 1986–2015 global average. Source: Hayhoe et al. 2018. 
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Appendix B: Supplemental Graphics 

 

Figure B.1. The maps show projected changes in the number of days per year on which the 

maximum temperature is at or above 85°F (left column), 90°F (center column), and 100°F (right 

column) for North Carolina for two mid-century time periods and two climate futures. All 

projected values are shown as changes compared to 1996–2015 averages. Panels (a)–(c) show 

projected changes for 2021–2040 under a higher scenario (RCP8.5). Panels (d)–(f) depict 

projected changes for 2041–2060 under a lower scenario (RCP4.5), and panels (g)–(i) show 

projected changes under the higher scenario for the same period. Temperatures above these 

thresholds are far more common in the Piedmont and Coastal Plain regions. Days on which the 

maximum temperature exceeds both 85°F and 90°F are projected to increase across most of 

the state, with the greatest increases seen later in the century and under the higher scenario. 

By mid-century, the number of days on which the maximum temperature exceeds 100°F 

remains rare in the Western Mountains and along the North Carolina coast, but such hot days 

are projected to increase across the rest of the state. Source: NCICS and The University of 

Edinburgh. 
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Figure B.2. These time series show the simulated historical and projected number of days per 

year on which the maximum temperature is at or above 100°F (a), 90°F (b), and 85°F (c) for 

North Carolina from the LOCA data and the observed climatological values averaged for the 
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period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Days above 85°F are a 

common occurrence across the state, while days above 90°F occur about half as often. Days 

above 100°F are very rare and occur mostly in the Piedmont and Coastal Plain regions. Climate 

models project increases in the number of days above each threshold temperature, with all 

increases being largest later in the century and under the higher scenario (RCP8.5). 

Source: NCICS and The University of Edinburgh. 
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Figure B.3. The maps show projected changes in the number of days per year on which the 

minimum temperature is at or above 60°F (left column), 70°F (center column), and 80°F (right 

column) for North Carolina for two mid-century time periods and two climate futures. All 

projected values are shown as changes compared to 1996–2015 averages. Panels (a)–(c) show 

projected changes for 2021–2040 under a higher scenario (RCP8.5). Panels (d)–(f) depict 

projected changes for 2041–2060 under a lower scenario (RCP4.5), and panels (g)–(i) show 

projected changes under the higher scenario for the same period. Temperatures above these 

thresholds are far more common in the Piedmont and Coastal Plain regions. The number of 

days on which the minimum temperature exceeds 60°F are projected to increase across most of 

the state, with the greatest increases seen later in the century and under the higher scenario. 

Days on which the minimum temperature exceeds 70°F are rare in the Western Mountains, 

even by mid-century, but are projected to increase across the Piedmont and Coastal Plain. Days 

on which the minimum temperature exceeds 80°F will remain rare across most of North 

Carolina. Source: NCICS and The University of Edinburgh. 
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Figure B.4. These time series show the simulated historical and projected number of days per 

year on which the minimum temperature is at or above 80°F (a), 70°F (b), and 60°F (c) for North 

Carolina from the LOCA data and the observed climatological values averaged for the period 
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1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Historically, nights 

exceeding 80°F have not occurred. However, climate models project that North Carolina may 

start to experience such hot nights towards the end of the century under both the higher and 

lower emissions scenarios. The number of days on which the minimum temperature exceeds 

both 60°F and 70°F has increased since 1970, with increases projected to continue under both 

scenarios. Source: NCICS and The University of Edinburgh. 
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Figure B.5. The maps show the projected change in temperatures for the hottest (left column) 

and coldest (right column) 5-day period each year, averaged over North Carolina for two mid-

century time periods and two climate futures. All projected values are shown as changes 

compared to 1996–2015 averages. Panels (a) and (b) show projected changes for 2021–2040 

under a higher scenario (RCP8.5). Panels (c) and (d) depict projected changes for 2041–2060 

under a lower scenario (RCP4.5), and panels (e) and (f) show projected changes under the 

higher scenario for the same period. The largest increases in temperature are seen across the 

Western Mountains and Piedmont regions during the later time period and under the higher 

scenario. Source: NCICS and The University of Edinburgh. 
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Figure B.6. These time series show the simulated historical and projected temperatures for the 

hottest (a) and coldest (b) 5-day period each year, averaged over North Carolina from the LOCA 

data and the observed climatological values averaged for the period 1970–2013 (black line). 

Historical simulations (gray shading) are shown for 1970–2005. Projected changes for 2006–

2100 are shown for a higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green 

shading). The shaded ranges indicate the 10% to 90% confidence intervals of 20-year running 

averages from the set of climate models. Since 1970, there has been a general increase in 

temperature for both the annual hottest and coldest 5-day periods. Climate models project that 

by the end of the century, the hottest annual 5-day temperature will increase by a greater 

amount than the coldest 5-day temperature. Source: NCICS and The University of Edinburgh. 
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Figure B.7. These time series show the simulated historical and projected number of days per 

year on which the maximum temperature is at or above 100°F (a), 90°F (b), and 85°F (c) for the 

Coastal Plain region of North Carolina from the LOCA data and the observed climatological 

values averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are 
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shown for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario 

(RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate 

the 10% to 90% confidence intervals of 20-year running averages from the set of climate 

models. Temperatures above 85°F are common in the coastal region in summer, while days 

above 90°F occur about half as often, and days above 100°F are rare but have occurred. Climate 

models project increases in the number of days exceeding 85°F and 90°F by the end of the 

century, especially under the higher scenario. Models also show that days above 100°F could 

become more common. Source: NCICS and The University of Edinburgh. 
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Figure B.8. These time series show the simulated historical and projected number of days per 

year on which the minimum temperature is at or above 80°F (a), 70°F (b), and 60°F (c) for the 

Coastal Plain region of North Carolina from the LOCA data and the observed climatological 

values averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are 
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shown for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario 

(RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate 

the 10% to 90% confidence intervals of 20-year running averages from the set of climate 

models. Historically, nights exceeding 80°F have not occurred in the Coastal Plain. However, 

climate models project that the region may experience such hot nights by the end of the 

century under both the higher and lower emissions scenarios. The number of days per year on 

which the minimum temperature exceeds both 60°F and 70°F has increased since 1970, with 

increases projected to continue under both scenarios. Source: NCICS and The University of 

Edinburgh. 
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Figure B.9. These time series show the observed and projected temperatures for the hottest (a) 

and coldest (b) 5-day period each year, averaged over the Coastal Plain region of North 

Carolina. Observed values for the period 1970–2013 (black line) are generally within the 

envelope of model simulations shown for the historical period 1970–2005 (gray shading). 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). Shaded ranges indicate the 10% to 90% confidence 

intervals from the set of climate models. Since 1970, there has been a general increase in 

temperature for both the annual hottest and coldest 5-day periods. Climate models project 

similar increases in the hottest and coldest 5-day average temperature each year by the end of 

the century. Source: NCICS and The University of Edinburgh. 
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Figure B.10. These time series show the simulated historical and projected number of days per 

year on which the maximum temperature is at or above 100°F (a), 90°F (b), and 85°F (c) for the 

Piedmont region of North Carolina from the LOCA data and the observed climatological values 
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averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are shown 

for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red 

shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 

90% confidence intervals of 20-year running averages from the set of climate models. 

Temperatures above 85°F are a common occurrence in the Piedmont in summer, while days 

above 90°F occur about half as often. Temperatures above 100°F are rare but have occurred. 

Climate models project increases in the number of days exceeding 85°F and 90°F by the end of 

the century, especially under the higher scenario. Models also show that days above 100°F 

could become more common. Source: NCICS and The University of Edinburgh. 
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Figure B.11. These time series show the simulated historical and projected number of days per 

year on which the minimum temperature is at or above 80°F (a), 70°F (b), and 60°F (c) for the 

Piedmont region of North Carolina from the LOCA data and the observed climatological values 
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averaged for the period 1970–2013 (black line). Historical simulations (gray shading) are shown 

for 1970–2005. Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red 

shading) and a lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 

90% confidence intervals of 20-year running averages from the set of climate models. 

Historically, nights exceeding 80°F have not occurred in the Piedmont. However, climate 

models project that the region may experience such hot nights by the end of the century under 

both the higher and lower emissions scenarios. The number of days per year on which the 

minimum temperature exceeds both 60°F and 70°F has increased since 1970, with increases 

projected to continue under both scenarios. Source: NCICS and The University of Edinburgh. 
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Figure B.12. These time series show the simulated historical and projected temperatures for 

the hottest (a) and coldest (b) 5-day period each year, averaged over the Piedmont region of 

North Carolina from the LOCA data and the observed climatological values averaged for the 

period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–2005. 

Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) and a 

lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% confidence 

intervals of 20-year running averages from the set of climate models. Since 1970, there has 

been a general increase in temperature for both the annual hottest and coldest 5-day periods. 

Climate models project that by the end of the century, the hottest annual 5-day temperature 

will increase by a greater amount than the coldest 5-day temperature. Source: NCICS and The 

University of Edinburgh. 
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Figure B.13. These time series show the simulated historical and projected number of days per 

year on which the maximum temperature is at or above 100°F (a), 95°F (b), and 85°F (c) for the 

Western Mountains region of North Carolina from the LOCA data and the observed 
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climatological values averaged for the period 1970–2013 (black line). Historical simulations 

(gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are shown for a 

higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded 

ranges indicate the 10% to 90% confidence intervals of 20-year running averages from the set 

of climate models. Temperatures above 85°F are a somewhat common occurrence in the 

mountains in summer, while days above 95°F rarely occur. Temperatures above 100°F are an 

extremely rare occurrence in the mountains and have only been seen a few times since 1970. 

Climate models project large increases in the number of days exceeding each temperature 

threshold by the end of the century, especially under the higher scenario. Source: NCICS and 

The University of Edinburgh. 
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Figure B.14. These time series show the simulated historical and projected number of days per 

year on which the minimum temperature is at or above 80°F (a), 75°F (b), and 60°F (c) for the 

Western Mountains region of North Carolina from the LOCA data and the observed 
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climatological values averaged for the period 1970–2013 (black line). Historical simulations 

(gray shading) are shown for 1970–2005. Projected changes for 2006–2100 are shown for a 

higher scenario (RCP8.5; red shading) and a lower scenario (RCP4.5; green shading). The shaded 

ranges indicate the 10% to 90% confidence intervals of 20-year running averages from the set 

of climate models. Historically, nights with temperatures exceeding 75°F or 80°F have not 

occurred in the mountains. However, under both the higher and lower scenarios, climate 

models project an increase in the number of days on which the minimum temperature exceeds 

75°F by mid- to late century. Under a higher scenario, the region may also experience nights 

exceeding 80°F towards the end of the century. Days on which the minimum temperature 

exceeds 60°F have increased since 1970, with increases projected to continue under both 

scenarios. Source: NCICS and The University of Edinburgh. 
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Figure B.15. These time series show the simulated historical and projected temperatures for 

the hottest (a) and coldest (b) 5-day period each year, averaged over the Western Mountains 

region of North Carolina from the LOCA data and the observed climatological values averaged 

for the period 1970–2013 (black line). Historical simulations (gray shading) are shown for 1970–

2005. Projected changes for 2006–2100 are shown for a higher scenario (RCP8.5; red shading) 

and a lower scenario (RCP4.5; green shading). The shaded ranges indicate the 10% to 90% 

confidence intervals of 20-year running averages from the set of climate models. Since 1970, 

there has been a general increase in temperature for both the annual hottest and coldest 5-day 

periods. Climate models project that by the end of the century, the hottest annual 5-day 

temperature will increase by a greater amount than the coldest 5-day temperature. Source: 

NCICS and The University of Edinburgh. 
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Appendix C: Acronyms and Abbreviations 

AMO  Atlantic Multidecadal Oscillation 

AR5 Fifth Assessment Report (IPCC) 

C  Celsius 

CAPE  convective available potential energy 

CDD  cooling degree day 

cm  centimeter 

CMIP5  Climate Model Intercomparison Project Phase 5 

CO2   carbon dioxide 

COOP  Cooperative Observer Program 

CSAP  Climate Science Advisory Panel 

DEQ  Department of Environmental Quality 

ECOnet  Environment and Climate Observing Network 

ENSO  El Niño–Southern Oscillation 

EPA  Environmental Protection Agency 

ESRL  Earth System Research Laboratory 

F  Fahrenheit 

GHCN-D  Global Historical Climatology Network-Daily 

GISTEMP Goddard Institute for Space Studies Surface Temperature Analysis 

GtC  gigatons of carbon 

HadCRUT4 Hadley Centre Climatic Research Unit Gridded Surface Temperature Dataset 4.5 

HDD  heating degree day 

HTF  high tide flooding 

IBTrACS  International Best Track Archive for Climate Stewardship  

IPCC  Intergovernmental Panel on Climate Change 

K  kelvin 

LOCA  Localized Constructed Analogs 

m  meter 

MERRA-2 Modern-Era Retrospective analysis for Research and Applications, Version 2  

NAO  North Atlantic Oscillation 

NCAR National Center for Atmospheric Research  

NCCSR  North Carolina Climate Science Report 

NCEI  National Centers for Environmental Information 

NCEP  National Centers for Environmental Prediction  

NCICS  North Carolina Institute for Climate Studies 

nClimDiv NOAA’s Climate Divisional Dataset  

NDMC  National Drought Mitigation Center 
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NOx   oxides of nitrogen 

NOAA  National Oceanic and Atmospheric Administration 

NWFS  northwest flow snow 

PDO  Pacific Decadal Oscillation 

PDSI  Palmer Drought Severity Index 

PET  potential evapotranspiration 

PM2.5   particulate matter that are 2.5 micrometers or less in size 

ppm  parts per million 

RCP  Representative Concentration Pathway 

RSL  relative sea level 

SST  sea surface temperature 

SWE  snow water equivalent 

TC  tropical cyclone 

TSU  Technical Support Unit 

UHI  urban heat island  

USCRN  U.S. Climate Reference Network 

USGCRP U.S. Global Change Research Program 

VCLI  ventilation cooling load index 

VLF  very large fire 

VOC  volatile organic compound 

WUI  wildland–urban interface 
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